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AI and data-driven tools are transforming work, especially for low-wage frontline workers. These workers
have used data to resist these changes and collectively improve their working conditions— connecting
with other workers, exchanging information, and gathering evidence of employer violations [1, 2, 14].
However, this data-driven advocacy raises concerns around data privacy, technological burden, and
limited impact [9, 11, 12]. My research examines how AI and data-driven technologies can build
collective power for low-wage frontline workers while mitigating technological harms. Investigating
these tradeoffs contributes to an understanding of collective data and collective power that is relevant to
other community-engaged and participatory data projects—exploring how data can mobilize marginalized
workers, equitably represent diverse stakeholder voices, and transform workforce dynamics and policy.

My dissertation investigates the tradeoffs between the potential benefits and harms of data-driven
advocacy for home care workers in Upstate New York in partnership with Healthcare Workers Rising and
1199SEIU, the largest union local in the United States. The 2.9 million home care workers in the United
States provide crucial and increasingly in-demand services to older adults and people with disabilities,
empowering these clients to live and thrive within their own communities [8]. Despite the essential nature
of their work, home care workers are often overlooked by the public and in policy [3], facing financial
precarity in addition to physically and emotionally demanding working conditions [13]. Moreover, they
face increasing datafication and platformization with federally-mandated visit tracking technology [4].
However, prior research shows that technology could help mediate connections and build solidarity
between these spatially isolated workers [10].

My research delves into the harms and opportunities of technology in relation to unrecognized
and unregulated labor in order to design and deploy technology to acknowledge the contributions of home
care workers and protect their labor. First, I delved deeper into how home care workers perceived
technology through interviews with thirteen home care workers [6]. I found that employer-mandated
technologies enabled additional work, largely because the design did not account for the emotional and
relational facets of care work. However, the workers indicated the potential for technology to improve the
working conditions if it maintains worker autonomy. To explore this potential, I created design
provocations of worker-centered, data-driven tools and discussed them with focus groups with ten
workers and five worker advocates [5]. I found these tools could aggregate instances of employer
violations and facilitate communication across workers to exchange experiences and build solidarity.
Finally, I explored concrete approaches to the challenges raised by designing and piloting an intervention
to track working hours and conditions [7]. I found the combination of quantitative and qualitative data
collected faithfully represented the workers’ experiences and, if scaled up with appropriate organizational
resources, had potential to organize workers, hold employers accountable, and promote caring policies.

My research highlights considerations around the nature of home care and informs future design
of data-driven technology. My research found empirical evidence of how technology complicates and is
complicated by the nuances of the home healthcare work context, including the physical infrastructure of
poor internet connectivity where workers changed phones frequently and the occupational infrastructure
where last-minute changes led to technological errors in work and wage tracking. These findings inform
designs of technology in this context to account for specific cases of invisible work and worker attitudes
towards data and technology. Moreover, it theoretically contributes to designing for sociotechnical
mechanisms of invisibility, stakeholders with heterogeneous goals, and systemic change.

My dissertation research identified key questions of collective data in worker organizing that I am
further exploring. First, there is the question of data management, specifically how sociotechnical systems
can support community-owned knowledge and data, exploring participatory data governance models like
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data stewards or data cooperatives by drawing on research related to collective knowledge (e.g.,
community networks) and statistical approaches to privacy (e.g., differential privacy). Then, the second
question is how that data and other AI tools can be used to mobilize communities and facilitate solidarity
across stakeholders and movements, exploring computer-supported collaboration across physical and
circumstantial distances between care workers and care recipients, workers and employers, and the Global
North and Global South. The final question is how sociotechnical infrastructures could be built in
community-based organizations and governments to support AI and data-driven policy change, such as
open data initiatives and building technical capabilities in human services organizations, taking into
consideration topics related to AI biases and harms in public interest. I am exploring research directions
across geographies beyond New York State and domains beyond home care with researchers and
community partners in security and privacy, social work, and global development.

The Computational and Citizen Science Research Workshop is a great opportunity to share my
findings on the power of collective data in home healthcare and low-wage workers. My research
especially addresses questions relating to “Citizen Science Trust, Equity, Ethics, and Responsible AI” by
examining the ethical and social tradeoffs between the potential public good that AI and data-driven tools
could bring for workers as well as the potential harms of accuracy, privacy, and bias. This would be
applicable to not only future efforts towards public data for public good, but also to developing socially
responsible systems. As my research focuses specifically on low-wage, frontline workers, I also
contribute to “Broadening Participation at the Intersection of Computing and Citizen Science Research.”
In the home healthcare work space specifically, this includes workers who are primarily women, people of
color, and immigrants who give care to clients who are aging or have disabilities. My research presents
perspectives of these marginalized communities around data privacy, data work, and data impact and
informs future engagements. Moreover, I look forward to discussing how human-computer collaborations
foster and inhibit social change, empowers community-based organizations to effectively leverage new
technologies, and improves the lives of essential but precarious workers.
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