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III. Questions

1. Data

(a) What kinds of data governance practices, risks, and opportunities should DOE take
into consideration, particularly for open sourcing scientific corpuses to the community
or interested parties?

Complementing open data, there is significant support within the computing community for
open-source tools in AI development. Open-source models act as powerful catalysts for
research collaboration and foster inclusivity by lowering the barriers to entry, enabling a wider
range of researchers and institutions to engage with cutting-edge AI systems. DOE can
strengthen the research ecosystem and enable impactful contributions that are both accessible
and widely beneficial by emphasizing open-source development. It would be advantageous for
the DOE to recognize the value of open-source frameworks and explore partnerships that
facilitate open collaboration within the community.

(b) What types of scientific and energy data should DOE prioritize for large-scale
tokenization?

A priority for the FASST program should be the availability of diverse data. Ensuring that a
variety of datasets—representative of different domains, scales, and complexities—are made
accessible will support robust model training and testing. Additionally, these datasets should be
AI-ready, meaning they should be preprocessed, annotated, and structured in ways that
facilitate immediate use in machine learning applications. Metadata about each dataset should
also be included to aid AI systems in training on these datasets. To address instances where
data is classified or sensitive, the program should develop proxy datasets that approximate the
structure or characteristics of restricted data, allowing researchers to experiment and refine
models without compromising national security.

DOE has significant datasets from simulations (materials, chemistry, climate, cosmological,
etc.), non-human genomics, environmental sensors, physics experiments, and its user facilities.
These are complementary to the large datasets of interest in the commercial world. Scientific
literature should also be made AI-ready to allow models to read and train on it effectively. This
would involve reformatting papers and articles into machine-readable formats, enabling natural
language processing models to extract key insights, identify trends, and generate new
hypotheses. Such a resource could become invaluable for researchers across disciplines,
providing a vast knowledge base that AI models can use to facilitate discoveries, optimize
processes, and support evidence-based policymaking, serving both scientific and societal
needs.

(c) Are there partner organizations with relevant scientific or energy-related data that
DOE should work with?
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The FASST program would further benefit from a strong, cooperative relationship with the
NAIRR infrastructure and its data resources/providers. As both agencies fund and support AI
research, it is important to minimize overlap and focus on complementary strengths. Through
collaboration, a fully-developed NAIRR could offer general data preparation, storage, and
computational resources, allowing FASST to focus more on domain-specific data curation,
including proxy data for classified information. This would enable DOE researchers to access an
array of prepared data, leveraging NAIRR’s resources while maintaining security protocols, and
allow NAIRR to draw from FASST’s more specialized data assets. NAIRR can provide training
programs in AI basics and technical skills, helping to build a larger, more diverse AI workforce.
Meanwhile, FASST can focus on advanced, domain-specific training programs in areas like
AI-driven energy modeling or security analysis. Collaboration between the two programs could
facilitate cross-training, offering researchers and students exposure to both general AI
techniques and specialized applications. NAIRR could prioritize foundational AI research and
broader public applications, while FASST focuses on highly specialized projects aimed at
national security and scientific breakthroughs. The agencies could jointly support
interdisciplinary research initiatives, particularly where foundational advances in AI (from
NAIRR) intersect with applied research in DOE’s specialized fields (from FASST). This
collaboration would build a more integrated AI ecosystem, maximizing the effectiveness of
federal resources while fostering innovation that addresses both scientific and societal needs.

2. Compute

(b) How can DOE improve awareness of existing allocation processes for DOE's
AI-capable supercomputers and AI testbeds for smaller companies and newer research
teams? [3]How should DOE evaluate compute resource allocation strategies for
large-scale foundation-model training and/or other AI use cases?

DOE should prioritize transparency and collaboration with the broader AI research community.
Because the FASST program will likely have the capacity to support only a limited number of
projects, it is essential that DOE provides clear criteria for how projects will be selected and why.
By establishing and communicating a transparent selection framework, the DOE can ensure
that researchers and institutional leaders understand the priorities driving project funding,
fostering trust and alignment between the DOE and the research community. Other federal
agencies may provide valuable insight in determining which projects are funded by FASST, and
we encourage the DOE to include other agencies in this decision making process. We
particularly suggest coordinating with those leading the NAIRR initiative. Doing so will ensure
that chosen projects serve a broad range of national interests and reduce potential duplication
of efforts across agencies.

5. Workforce

(a) DOE has an inventory of AI workforce training programs underway through our
national labs.[4]What other partnerships or convenings could DOE host or develop to
support an AI ready scientific workforce in the United States?
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The program should also adopt a broadened approach to workforce development, recognizing
that AI expertise extends beyond developers and researchers. DOE must consider everyone
involved in the AI lifecycle, from scientists who interpret AI-driven outcomes to policymakers
who need to understand AI’s implications for public welfare. Building a workforce that is
well-equipped to engage with and benefit from AI requires cross-training in both technical and
interpretive skills. In this respect, initiatives like Schmidt Sciences’ AI cross-training for
post-doctoral researchers can serve as models, helping DOE prepare individuals to work
confidently across disciplines and to apply AI insights effectively in varied scientific and policy
contexts.

6. Governance

(a) How can DOE effectively engage and partner with industry and civil society? What are
convenings, organizational structures, and engagement mechanisms that DOE should
consider for FASST?

To support long-term program success, DOE should encourage interdisciplinary collaboration
among institutions and universities across scientific areas. Current programs likely emphasize
direct funding to universities or student placements within DOE labs, but incentivizing
cooperation between departments in DOE labs and institutions would build bridges across
scientific fields and foster innovation. Additionally, commercial-scale AI datacenters are
extremely expensive to build from the ground up. It may be more efficient for the DOE to pursue
partnerships with industry rather than replicate or replace such infrastructure internally. This
approach would allow the DOE to access advanced capabilities in a cost-effective manner,
supporting sustainable growth in AI research and development.

Continuous collaboration with experts in adversarial testing is also crucial for AI safety and
red-teaming. With advancements in AI, the range of models and frameworks available for
red-teaming has expanded, offering robust tools that can be directly leveraged for DOE’s
purposes. Leveraging “off-the-shelf” models for safety and adversarial testing can significantly
reduce costs and improve DOE’s ability to identify and address security vulnerabilities early in
development. Maintaining proactive partnerships with research institutions and industry experts
focused on safety will be essential for DOE to meet security and ethical standards, especially as
AI models become more complex.

4

https://www.schmidtsciences.org/schmidt-ai-in-science-postdocs/
https://www.schmidtsciences.org/schmidt-ai-in-science-postdocs/

