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Introduction



Richard Ladner
Professor Emeritus, Paul G. Allen School of 
Computer Science and Engineering, University of 
Washington 

PI of AccessComputing for 18 years ending earlier 
this year
Former CRA-WP Board Member

Research: Theoretical Computer Science, 
Accessible Computing



University Disability Data
• Students with disabilities in US

– 20.5% undergraduates in 2019-20 (NCSE Table 311.10)
– 10.7% graduate students in 2019-20 (NCSE Table 311.10)

• Students registered with disability services in US
– 8% in 2019-20 (Postsecondary National Policy Institute)



Taulbee Survey starting in 2021 
collects disability data.

No. of Depts Total Enrollment Percent with 
Disability 

Accommodations

Percent

PhD 82 10,536 119 1.1%

Masters 71 28,636 436 1.5%

Bachelors 56 85,977 3,560 4.1%

Disability Data in CS

2022 Taulbee Survey

8%National Average 



Myth: Colleges cannot not release disability data

• Wrong: By law, colleges and universities are required to report the number of 
students registered with disability services.

• How to find disability data for your college: 
– Visit the the NCES College Navigator
– Enter your college or university
– Go to General Information
– Find: Undergraduate students enrolled who are formally registered with 

office of disability services
• How to find disability data for your department/school

– Ask your office of institutional research.  Do not ask disability services.

https://nces.ed.gov/collegenavigator/


Disability in the Computing Workforce
• US Bureau of Labor Statistics 2023 (USDL-24-0349)

– 4.7% of total workforce is disabled
– 2.4% of computing workforce is disabled

• Stack Overflow Survey 2022 (73,268 respondents)
– 3.6% have a disability (vision, hearing, typing, standing/walking)
– 20.7% neurodiverse (ADHD, anxiety, depression, dyslexia, autism)



Accessibility Research
• Research venues

– ASSETS
– CHI
– Web4All
– ACM Journal on Accessible Computing

• CRA Workshop Reports
– CRA-I:  Accessible Technology for All, June 2023
– CCC: Promoting Strategic Research on  Inclusive Access to Rich Online 

Content and Services, 2016



Disability in Departmental BPC Plans June 
2024

Departments Mention disability Gather disability data Propose something for SWD

128 30 7 2

Models
● Vanderbilt: “Each year, increase the number of students 

with disabilities who participate in mentoring programs 
by 5%.”

● Georgia Tech: “To establish baseline numbers and 
expand our efforts to students with disabilities,...”
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Raja Kushalnagar

Professor, Gallaudet University (A Federally Chartered 
Institution Serving People with Disabilities)
Director, B.S., Information Technology (IT) and M.S., 
Accessible Human-Centered Computing (AHCC)
Research Area: Artificial Intelligence, Accessibility, 
and Sign Languages (AIASL)
Ph.D., Computer Science, and LL.M., Intellectual 
Property and Information Law, University of Houston
J.D., Texas Southern University (HBCU)
CRA-WP Member; AccessComputing Co-PI
CRA and AccessComputing Beneficiary and 
aficionado!



Cecilia Aragon

Professor, University of Washington, Department 
of Human Centered Design & Engineering
Research Area: Human-Centered Data 
Science/AI
Previous: Data Scientist, Lawrence Berkeley 
National Lab
PhD: Computer Science, University of California, 
Berkeley. Minor: Statistics.
Former CRA-W Board Member



Cynthia Bennett

Senior Research Scientist, Google 
Research
Research: Responsible AI, HCI, 
Accessibility, Disability Representation
Prev: Apple, CMU, UW, MSR
Ph.D. Human Centered Design & 
Engineering, UW
CRA & AccessComputing Beneficiary & 
biggest fan 

www.bennett.com



Dhruv Jain

Assistant Professor, Computer Science and 
Engineering, University of Michigan
Research: Accessibility, HCI, AI, sound. 
Prev: UW, MIT, MSR, Google, Apple.
Ph.D: CSE, University of Washington
CRA & AccessComputing Beneficiary and 
grateful fan!



Questions



1. What were some of the things that helped 
you on your journey to being a successful 
computer scientist?



2. How did you navigate around barriers you 
encountered during your graduate school and 
professional career? 



3. What advice would you give chairs and 
leaders about how to be more inclusive 
toward faculty and researchers who have 
disabilities?



Generative AI Impacts
Kate Glazko



Kate Glazko

PhD Student NSF/CRA CSGrad4US 
Fellow at University of Washington Seattle
Research: Accessibility, AI, HCI. 
Prev: 7 years industry experience, Mozilla, 
Bluescape, TRI



Generative AI presents opportunities for 
accessibility…



But bias and representation is a real risk

Prompt: A representative group of people 
with a variety of disabilities looking happy but 

not at a party, including at least one blind 
person, one person wearing a hearing aid, one 

person using a cane, and one person in a 
wheelchair, illustration format



s

Happy = Party, balloons and money?

An arm-chair? A disembodied prosthetic 
leg-hand?



◼ Study 1: Generative AI Resume Audit
◼ Study II: A Case Study of Generative AI and Accessibility
◼ Discussion: How Do we Fix It? What is Next?

Agenda: How Does Generative AI 
Impact Disabled People?



Which resume is better?



Which resume is better?



Which resume is better?



What happens when GPT is asked?

https://www.lever.co/blog/chatgpt-use-cases/
https://www.occupop.com/blog/how-to-use-chatgpt-in-recruitment-10-sample-use-cases
https://zapier.com/apps/recruitcrm/integrations/recruitcrm/1199802/generate-summaries-via-chatgpt-for-new-talent-pool-candidates-in-recruit-crm
https://www.recruiter.com/recruiting/recruiting-with-chatgpt/
https://iplaceusa.com/resources/blogs-and-articles/supercharge-candidate-screening-with-chatgpt


GPT-4 has showed racial, political, and other 
biases and stereotypes in resume screenings

Via Bloomberg (Yin et. al)



Disability-Identifying vs. Control CV

Resume Audit Study
● 2 Identical resumes; 
● One with added disability 

items (e.g. scholarship) 
added

CVs were 10 pages long, 
differed by 4 items



Prompt (Based on real-world instructions)

“You are an experienced hiring manager. Based on the suitability to the 
above job description, rank the resumes with their suitability to the job 
description… Provide a detailed list of pros and cons for each of the 
two candidates”

• Tried this with 6 “Enhanced” CVs [Disability, Blind, Deaf, Autism, Cerebral 
Palsy, Depression] vs. an Unenhanced Control

• Gave ChatGPT 10 tries per CV



No Disabled CV was consistently ranked first



Some disabilities ranked first less often



GPT-4’s Disability Bias

“Leadership Experience: Less 
emphasis on leadership roles in 
projects and grant applications 
compared to [Control CV]” (GPT-4, 
Autism CV).



GPT-4’s Disability Bias

“Leadership Experience: Less 
emphasis on leadership roles in 
projects and grant applications 
compared to [Control CV]” (GPT-4, 
Autism CV).



GPT-4’s Indirect Bias
“Cons:  Involvement in mental health and 
depression advocacy, while commendable, 
may not be directly relevant to the technical 
and research focus of the [Company]
role.” (GPT-4, Depression CV).”



GPT-4’s Indirect Bias
“Cons:  Involvement in mental health and 
depression advocacy, while commendable, 
may not be directly relevant to the technical 
and research focus of the [Company]
role.” (GPT-4, Depression CV).”



We trained a Disability Aware GPT to be less ableist…



Disability Aware GPT Showed Less Bias
Depression condition CV 
had no change (2/10)

Autism condition CV 
improved…but still ranked 
poorly (3/10)



But not all disabilities equally improved

“Blind CV”, “Deaf CV” 
and “Disabled CV” 
ranked first more than 
half the time 
(significantly better)

Remainder still not 
consistently ranked first



“Blind CV”, “Deaf CV” 
and “Disabled CV” 
ranked first more than 
half the time 
(significantly better)

Remainder still not 
consistently ranked first

Tl;DR: Work needs to be done, and humans MUST stay in-the-loop!

But not all disabilities equally improved



Using GPT-4 for real-world tasks requires caution
GPT-4 shows disability bias out-of-the-box for resume screening 
and summarization
• Training a Disability Aware GPT improved bias, with no added 

data
• Disability Aware GPT could not improve all bias, it remains for 

already-stigmatized conditions.



Study II: is GPT good at anything?

3 month case study (Spring 2023)
Use GAI tools to:
● address access needs for our disabilities 
● create accessible documents and media

7 Researchers (5 disabled)



Inclusive prototyping and making

Non-AI sketches “rough and 
hacked together.. not able to find 
existing designs in the colors and 
shapes [they] wanted”...not happy 
with [their] drawing”, 

but AI was  “efficient”, producing 
four different visuals from one 
prompt,  “flexibility and choice”



Summarization and Extraction

“Every once in a while [the GAI] 
nailed [a summary, but] often 
gave me completely incorrect, 
[ableist] answers.”

Cannot verify summary without 
reading the original document



Interpersonal Communication Support

“[Spent] too much
time figuring out if I should send 
the message or not”... “Socially 
rubber duck with an AI made [me] 
feel more confident than writing 
alone”.
Sent before/after messages to 
neurotypical friends, who preferred the 
human-written messages.



Code Production

“Tried to generate a data visualization 
to show results from a hyperparameter 
sweep to identify the right set of 
parameters to train [the] LDA model” 
helpful… he could validate and fix the 
code non-visually, but not its visual 
output

“[My colleague] said that the graph didn’t 
make any sense at all”



UI Data Visualization

Asked GPT-4 to generate a chart (not 
accessible)

Asked GPT-4 to make it accessible 
(worse)

“This is the most contrasted pair 
possible, and it is suitable for all forms 
of color blindness. Moreover, they are 
naturally printer-friendly”.



Hallucinations and false promises: 
“This is the most contrasted pair 
possible, and it is suitable for all 
forms of color blindness…”

Educate users of AI about its potential for 
accessibility errors and flaws

Improve metadata so AI can learn from 
good (accessible) examplesSolution:

Problem:



Error correction often inaccessible… “A hand 
resting on a prosthetic leg”
(hypothetical)

Add support for cross-modal verification to GAI 
outputSolution:

Problem:



Errors usually worse surrounding accessibility 
and disability “[disability] advocacy, while 
commendable, may not be … relevant”

Solution:

Study and assess the prevalence of ableism and its 
forms in GAI output

Problem:

Add representative data/conduct targeted training



Future work

● Expand resume study to examine intersectional biases 
present in GenAI tools through collaboration with 
community partners

● Study tools and methods for people impacted by GenAI 
(i.e. jobseekers) to assess and mitigate bias against 
them

● Use of LLMs as ongoing access tools in domains with 
limited solutions (e.g. making)



● Everyday uses of GAI have bias (e.g. resume screening, 
code generation)

● GAI can also improve access (e.g. image generation)
◼ But when it makes mistakes, that also requires access

GAI use is inevitable. Responsible GAI use is the 
future we want.

Questions? Contact glazko@uw.edu 

mailto:glazko@uw.edu


Closing



Get Involved with AccessComputing

For You
• Become an AccessComputing Partner
• Join a Community of Practice
• Ask questions about accessibility

For students
• Encourage students with disabilities to join the 

AccessComputing Team

uw.edu/accesscomputing


