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Thinking about AI governance

• Harder ↔ Softer 

• Sector-specific ↔ Sector-general

• Existing ↔ Novel

• Current split on last two dimensions: 
US/UK/Japan/…  vs.  EU  vs.  China



Recent US Government actions

• Feb 2019: Executive Order (EO) 13859

• Dec 2020: EO 13960

• Oct 2022: Blueprint for an AI Bill of Rights

• Jan 2023: NIST AI Risk Management Framework 

• Oct 2023: EO 14110

• March 2024: OMB M-24-10 (“AI M-memo”)

Note: State 
governments are 
also starting to get 
involved (CA, CO, 
UT, IL, …)



Recent international actions

• 2021/22/23: Series of China AI regulations

• Nov 2023: Political Declaration (military AI)

• Feb 2024: EU Digital Services Act in full effect

• Aug 2024 - 26: EU AI Act goes into effect



Implications for research(ers)

• (almost) No AI research restrictions

• New funding areas (especially trustworthy AI)

• New opportunities for HCI, hardware, …

• Translational needs for lab → product

• Development of technology-aware standards

Development of standards-aware technology



Federal (research) funding trajectories



Overall: Good news…about potential

• EO 14110 directed creation of multiple new 
research funding opportunities

• Lots of RFIs in the past six months
• US Government working to be more AI-ready 

(including lots of hiring, both junior & senior)

• But will resources be made available?
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Democratizing Responsible AI 

• The quality of research and the pace of 
innovation are linked to the diversity of the 
contributions.

• Greater inclusivity in contribution to research 
and development increases the fairness of the 
results.

Policy, 
Regulation

Training, 
Workforce 

Development

Multi-disciplin
ary R&D, 

Cyber-infrastr
ucture



Barriers to Democratizing Access to AI

• Why is AI important? How is AI relevant to me? What do I 
need to know about AI?Awareness

• How can I get the skills needed to use AI? Where do I go for 
help? Ability

• Where do I get the resources to access and use AI? Access

• How do I find out who else is using the AI and how? How do I 
become part of a community? Association

• What guardrails exist? What could this technology be used for 
in the future?Applications

Moving from Open & Equal to Democratized & Equitable



Towards an Equitable National Research Ecosystem

2022 OSTP memo on Open 
Science and Public Access

▪ Calls for free, immediate, and equitable public 
access 

▪ Default zero-embargo of peer-reviewed articles 
and underlying data

▪ New Public Access/Open Science plans by 
Feb 2023 (policies by 2024, released by 2025)

Realizing the National Advanced Computing 
Ecosystem

NATIONAL DISCOVERY 
CLOUD / NATIONAL 
SECURE DATA SERVICE

SUBCOMMITTEE 
ON OPEN SCIENCE

NATIONAL AI 
RESEARCH RESOURCE

FUTURE ADVANCED
COMPUTING ECOSYSTEM



NAIRR: Democratizing the AI R&D Ecosystem

Goals: Strengthen and democratize 
the U.S. AI Innovation ecosystem in a 
way that protects privacy, civil rights, 
and civil liberties.

Computer, vol. 56, no. 11, pp. 85-90, Nov. 2023, 
doi: 10.1109/MC.2023.3284568.

https://www.ai.gov/nairrtf/

Spur 
innovation

Increase the diversity 
of talent in AI

Improve U.S. 
capacity for AI R&D

Advance 
trustworthy AI



Vision for the NAIRR

A widely-accessible, national cyberinfrastructure that will advance the 
U.S. AI R&D environment, discovery, and innovation by empowering a 
diverse set of users through access to:

Rationale: Democratize access to the cyberinfrastructure that fuels AI 
research and development, enabling all of America’s diverse AI 
researchers to participate in the AI research and development ecosystem.

Secure, high-performance, 
privacy-preserving computing

High-quality 
datasets

Catalogs of testbeds and 
educational materials

Training tools and user 
support mechanisms



More information: 
https://www.ai.gov/

Within 90 days of the date of this order, in coordination 
with the heads of agencies that the Director of NSF 
deems appropriate, launch a pilot program 
implementing the National AI Research Resource 
(NAIRR), consistent with past recommendations of the 
NAIRR Task Force. The program shall pursue the infrastructure, 
governance mechanisms, and user interfaces to pilot an initial integration of 
distributed computational, data, model, and training resources to be made 
available to the research community in support of AI-related research and 
development.  The Director of NSF shall identify Federal and private sector 
computational, data, software, and training resources appropriate for inclusion in 
the NAIRR pilot program. To assist with such work, within 45 days of 
the date of this order, the heads of agencies whom the Director of NSF 
identifies for coordination pursuant to this subsection shall each submit to the 
Director of NSF a report identifying the agency resources that 
could be developed and integrated into such a pilot 
program. These reports shall include a description of such resources, 
including their current status and availability; their format, structure, or technical 
specifications; associated agency expertise that will be provided; and the 
benefits and risks associated with their inclusion in the NAIRR pilot program. 
The heads of independent regulatory agencies are encouraged to take similar 
steps, as they deem appropriate.

https://www.ai.gov/nairrtf/


NAIRR Pilot (Launched 01/24/2024)

https://nairrpilot.org/



NAIRR Pilot

NAIRR Pilot Opportunities Available to Community

Apply to use NAIRR Pilot resources
Access to computing, data, model, collaboration resources – nairrpilot.org

Contribute to the NAIRR Pilot with a 
demonstration project
Funding opportunity: Demonstration Project DCL – concept outline required

Train, educate and/or build community around 
NAIRR pilot resources
Funding opportunity: NAIRR Pilot Expansion DCL – concept outline required
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NIST AI Resource Center: https://airc.nist.gov/Home

NIST AI Risk Management Roadmap



• Creates the Artificial Intelligence Policy Act. 
• Highlighted provisions: 

– establishes liability for use of artificial intelligence (AI) that violates consumer protection laws if 
not properly disclosed; 

– creates the Office of Artificial Intelligence Policy (office) and a regulatory AI analysis program; 
– enables temporary mitigation of regulatory impacts during AI pilot testing; 
– establishes the Artificial Intelligence Learning Laboratory Program to assess technologies, risks, 

and policy; 
– requires disclosure when an individual interacts with AI in a regulated occupation; and 
– grants the office rulemaking authority over AI programs and regulatory exemptions.



Key Objectives in AI Tech Policy

• Attract innovative 
companies

• Demonstrate 
collaborative regulation

• Protect consumers from 
harm

• Examples: deception, 
fraud, data privacy threats

• Industry is evolving quickly

• We can't regulate what we 
don't understand



One-U  Responsible AI Initiative

Advance translational AI to achieve societal 
good while protecting privacy, civil rights and 
civil liberties, and promoting fairness, 
accountability, transparency, and equity.

Initial research focus on regionally important 
applications

– Environment
– Healthcare and wellness
– Future of teaching and learning

University of Utah’s $100M AI 
Research Initiative Led by SCI

“As one of the nation’s leading research universities, we 
have an opportunity and responsibility to use our 
resources in ways that can impact and serve our 
community. From being the fourth node of the original 
internet to performing the world’s first artificial heart 
transplant, we hope to continue the U’s pioneering 
legacy by investing to become a national leader in 
responsible artificial intelligence. This research has the 
potential to unlock solutions to issues that affect Utah, 
the nation and the world.”

-- Taylor Randall, President, University of Utah



• Ethical development of technology

• Interdisciplinary collaboration to address technical 
and societal challenges

• Knowledge and skill sharing to effectively navigate 
the AI world

• Community engagement for societal impact

• Advocating for policy and responsible AI practices

One-U  Responsible AI Initiative: Foundations
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• Inter/transdisciplinary, 
collaborative, convergent

• Core strengths in: 
Visualization & imaging; 
Scalable analytics; Advanced 
computing & data

• Software/system 
development and distribution 
integral to our research 
processes

Scientific Computing & Imaging (SCI) Institute
Transformation of science and 
society through translational 
research and innovation



Follow CRA on social media

Stay connected!


