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1981: Byte Magazine saw it coming

EUTE

the small systems journal

FUTURE COMPUTERS?




1991: Mark Weiser’s Vision of Ubiquitous Computing

o Who is Mark Weiser?
- Michigan alumnus: MA(’77), PhD (’79)
- Professor, UMD, College Park
- Chief Technologist, Xerox PARC SOME COMPUTER |

SCIENCE ISSUES IN 1

- Father of ubiquitous computing IH‘ l I I “l \ ','(.f

- Work is incredibly influential l |
__COMPUTING

 What are the principles of ub1qu1tous computing?
- The purpose of a computer is to help you do something else
- The best computer is a quiet, invisible servant

- The more you can do by intuition the smarter you are; the
computer should extend your unconscious

- Technology should create calm

- Calm technology: “that which informs but doesn’t demand our
focus on attention”



Are We There Yet?

Hundreds of Tabs? Tens of Pads? One or two Boards?
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Dimensions: 10.2- X 7.8- X 2.4cm Dimensions: 22.2- x 28- x 3.8cm Dimensions: 83in, 52in and 30in
Weight: 7.2 oz Weight: 511bs 40z Weight: 560Ib (250kg)
Screen: 6.2- X 4.2cm, 128- X 64 Screen: 640- x 480 LCD Display (3 Screen: very bright 45- X 65in,
monochrome levels of grey) 1024- x 768 monochrome
Touch input: passive pressure sensing | Pen: tethered electromagnetic sensing pixels, 640- x 480 pixels color,
Sound: Piezo speaker Sound: Built-in microphone, Speaker, also NTSC video
Wireless interfaces: IR at 850nm, Piezo Beeper Pen: IR wireless
DEC/Olivetti active badge Wireless Interfaces: 250Kbps Radio, Stereo sound
compatible, 19.2k baud PWM 19.2Kbps IR Netwworking, processor, and ports
baseband modulation, CSMA Processor: Motorola 68302, 4MB of determined by choice of embedded
Processor: Intel 8051-type, 8k (v1) DRAM, 1/2MB of VRAM, 1/4MB workstation, either PC or Sun
128k (v2) nvram of EPR 12 amps at 115 volts
Ports: 1*C external bus, recharge port | External Ports: Stylus/microphone,
Battery: 12 hours continuous or est. 2 PCMCIA, IMB Serial, RS232, 1°C bus,
weeks normal use, rechargeable Keyboard
Internal Ports: Second audio channel,
ISDN, Expansion Port
Battery: rechargeable, 3 hours




But the work did have impact

e Due, in part, to emphasis on computing issues:

“The fruitfulness of ubiquitous computing for new computer
science problems justified our belief in the...framework”

e Issues like
- Hardware components

e Low power (P=C*V"2*f gives lots of degrees of freedom)

e Wireless - custom radios (SS/FSK/EM-NF->  bits/sec/meter”3 metric)
e Pens (how do you write on walls?)

- Network Protocols
» Wireless media access (MACA: RTS/CTS)

» Gigabit networks (lots of little devices create a lot of traffic)
» Real-time protocols (IP telephony)
e Mobile communications



But the vision remains unrealized...
our technology is anything but calming

« “The most profound technologies are those that disappear.”
- Mark Weiser

« We’re burdened with a growing constellation of things
- Broken
- Insecure
- Depleted
- Mal-adapted

« Steep learning curve + impatience = user frustration
- Configuration
- Connectivity
- Reliability
- Maintenance
- Integration



2001: Pervasive Computing: Visions and Challenges
M. Satyanarayanan, IEEE Pervasive Communications

How are Distributed, Mobile, and Pervasive
Computing are related:

1. New problems encountered moving L->R!
Remote communication o o -
protocol layering. RPC, end-to-end args . .. 2. Complexity is multiplicative, not additive!

Fault tolerance
ACID, two-phase commirt, nested transactions . . .

High Availability \ _Distributed Mobile Pervasive
replication, rollback recovery, . . . Systelns Computing Compuﬂng

Remote information access . 4

dist. file systems, dist. databases, caching, .

Distributed security

encryption, mutual authentication, . . .

Mobile networking
Mobile IP, ad hoc networks, wireless TCP fixes, . . .

Mobile information access
disconnected operation, weak consistency, . . .

Adaptive applications >
proxies, transcoding, agility, . .

Energy-aware systems ~
goal-directed adaptation, disk spin-down, . . . Smart spaces

Location sensitivity Invisibility
GPS, Wavelan triangulation, context-awareness, . . .
Localized scalability

Uneven conditioning )



Things are going to get worse before they get better

Remote communication
protocol layering, RPC, end-to-end args . . .

How are Distributed, Mobile, Pervasive, and Perpetual
Computing are related:

1. New problems encountered moving L->R!
2. Complexity is multiplicative, not additive!

Fault tolerance
ACID, two-phase commit, nested transactions . . .

High Availability \ _Distributed ® Mobile

replication, rollback recovery, . . . Systems

Remote information access
dist. file systems, dist. databases, caching, . . .

Distributed security

encryption, mutual authentication, . . .

Mobile networking "
Mobile IP, ad hoc networks, wireless TCP fixes, . .

Mobile information access
disconnected operation, weak consistency, . . .

Adaptive applications
proxies, transcoding, agility, . .

Energy-aware systems
goal-directed adaptation, disk spin-down, . . .

Location sensitivity

GPS, Wavelan triangulation, context-awareness, . . .

>—

Computing
A

Smart spaces
Invisibility
Localized scalability

Uneven conditioning )

New Challenges:

Context

Interfaces
Intermittency

Heterogeneity

Security & Privac;

Scale-

Pervasive
Computing

Perpetual

N2 20 2B 2R 2N 4

Computing

Trillions?!

Space. Time. Activity.
Both M2M and H2M.
Energy and Network.
Embedded/Mobile/Cloud

In the wild. In the Cloud



Outline

Historical Roots
Technology Trends
Application Explosion

Open Problems



Moore’s Law doubled transistors counts

every 18-24 months

Transistors

Per Die
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Dennard Scaling made transistors fast and low-power:
So everything got better...

y L P
Design of Ion-Implanted MOSFET’s with
Very Small Physical Dimensions
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But, Dennard Scaling is nhow dead

Source: Joe Cross, DARPA MTO

DPA Industry’s ride is over

The past: Dennard’s Scaling

Gate Geometry
— L — Shrink

L/k
)

Pensity = NpCioad V2f

= power per unit area
= CMOS gates/unit area
Ciosq = capacitive load/CMOS gate
V = supply voltage
f = clock frequency

N,

k = scaling factor

k = typically 1.4 per geometry shrink

1/k = device feature scaling factor
(typically 0.7 per geometry shrink)

For each generation/geometry shrink:

Today: Dennard’s Scaling is dead

o

%) COTS operating voltage scaling

2 5 has virtually stopped

Q4 You

2,

S

272 Approaching
®1 mptotic
Q limit
Qo

SEFESFSLLLPLF PO O DD P "
Geometry in nm Source S. Borkar/Intel 2011

Pdensity (scaling) — (kz)(l/k)(lx(Z)(k) =k= 2
But, power density cannot increase!

This physics is limiting COTS

power efficiency to well below
what we need for embedded sensor
processing applications

Pdensity (scaling) = (kz)(l/k)(l/kZ)(k) =1

Double the transistors (functionality) and increase the
clock speed 40% per generation with the same power

Approved for Public Release, Distribution




And the party’s over... \ 4

Decades of exponential performance growth stalled in 2004

10,000,000
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1,000,000 ® Relative Performance : * o
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100,000 A Power Typ (W) .
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Source: NRC, The Future of Computing Performance, Game Over or Next Level?
12




Or is it? Concurrency is the way forward.

Technology landscape: move past power limitations,
effectively utilize concurrency

100

Power wall

MICIOprocessor power
dissipation (watts)
ed H
R

Meanwhile.

llllllll

e e r
Year of Introduction

L

s Ao
o *

E

MICroproces sor

dodk frequency (MHz)
h -
.

.

.- ‘v -

et
- .
.

wn ¥ o
-

Transistor counts
continue to increase

cam

Year of Introduction

Year of Introduction

. Single-threaded

§§ | performance stalled """ g
» :.‘. -
8 .fi_‘:‘“.:;"
g " ‘E-,“
g » 3 .
2011 NRC/CSTB Study: “ e
"The Future of Computing "y - - - .
Performance Year of Introduction

Concurrency only path left — National

CONCURRENCY

* More but slower
workers

« Potentially more
performance

« Potentially more
power efficiency

Academy of Science report



Corollary to Moore’s Law

Quad-Core Intel® Xeon®™ processon
Quad-Core el Core™2 Exlrerme peoceiscr
Introduced 2006

et Core™) Quad processars

uroduced 2007

sl clock spoed

2.66 GHz

Number of traranton

582,000,000

Manfacmurng technology

65nm

Intel® 4004 processor
Introduced 1971
Initial clock speed

108 KHz

Number of transistors

2,300

Manufacturing technology

10

UMich Phoenix Processor
Introduced 2008
Initial clock speed

106 kHz @ 0.5V Vdd

Number of transistors

92,499
Photo credits: Intel, U. Michigan Manufacturing technology
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“Roughly every decade a new,
lower priced computer class
forms based on a new
programming platform,
network, and interface
resulting in new usage and the
establishment of a new
industry.”

- Gordon Bell [1972,2008]

sy GORDON BELL

BELL'S LAW FOR T

A theory of the computers evolution.

In the eardy 19505, 2 person could walk inside 2
single compuner (or “chuster) with milices of
expanded to the sine of a building. Moee importantly,
ning 1o “walk” inside of us. These ends of the computing

B oy 3000 51 e | COMMUNICATIONS OF THE A

;‘\\\\\\\‘



Bell’s Law of Computer Classes:
A new computer class emerges roughly every decade

Mainframe “Rgughly every decade a new, lower
1 per Enterprise  Priced computer class forms based
on a new programming platform,
network, and interface resulting in
new usage and the establishment of
a new industry.” [Bell et al.

Computer, 1972,

o ACM, 2008]
5
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Bell’s Law of Computer Classes (Corollary 1):
Volume shrinks by 100x every decade

Mainframe
1 per Enterprise

10T
1 100x smaller
100G Workstatlon every decade
1 per Engineer
10G [Nakagawa08]
1G
100M
—~  10M Laptop
”E 1 per
= 1M Professmnal
@ 100k \ ‘ SSmart
e ensors
» 10k "‘_' %
1k Mini ! -g "» .
Computer - =
100 4 1 per Company
Personal
10 -
Computer % ,+*100 — 1000’s per
1 1 per Family 1 per person g person
100m Smartphone

T 7 T T 1 1
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Bell’s Law of Computer Classes (Corollary 2):
Price falls dramatically, enables new applications

Mainframe

Workstation

sk

Inflation Adjusted Price (1000s of USD)

100
10
-
1] ini .
Corl\rnlguter — streaming
.. comart information
0.1 Personal ENSOIS 5 /from
Computer ~ physical
0.01 - . . , — Smartphone _____world

| | T |
1950 1960 1970 1980 1990 2000 2010 2020



Hendy’s “Law”:
Pixels per dollar doubles annually

Figure 11, Sample image taken with

The Pixels per Dollar Projection the image seasor a0d GRIY leas,
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Credit: Barry Hendy/Wikipedia

G. Kim, Z. Foo, Y, Lee, P. Pannuto, Y-S. Kuo, B. Kempke, M. Ghaed, S. Bang, I. Lee, Y. Kim, S. Jeong, P. Dutta, D. Sylvester, D. Blaauw,
“A Millimeter-Scale Wireless Imaging System with Continuous Motion Detection and Energy Harvesting,
In Symposium of VLSI Technology (VLSI'14), Jun. 2014.



Radio technologies enabling pervasive computing

480 Mbps

300 Mbps -

Data Rate

3 Mbps -
250 kbps .

20 kbps

54 Mbps -
11 Mbps .

5 ZigBee )

Source: Steve Dean, Texas Instruments
http://eecatalog.com/medical/2009/09/23/current-and-future-trends-in-medical-electronics/
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Established Interfaces: 802.15.4, BLE, NFC

e |IEEE 802.15.4 (a.k.a. “ZigBee” stack)
- Workhorse radio technology for sensornets
- Widely adopted for low-power mesh protocols
- Middle (6LoWPAN, RPL) and upper (CoAP) layers

e Bluetooth Low-Energy (BLE)
- Short-range RF technology
- On phones and peripherals
- Can beacon for years on coin cells

e Near-Field Communications (NFC)
- Asymmetric backscatter technology
- Small (mobile) readers in smartphones
- Large (stationary) readers in infrastructure
- New: ambient backscatter communications




Emerging Interfaces: Ultrasonic, Visible Light, Vibration

« Ultrasonic
- Small, low-power, short-range
- Supports very low-power wakeup
- Can support pairwise ranging of nodes

e Visible Light
- Enabled by pervasive LEDs and cameras
- Supports indoor localization and comms
- Easy to modify existing LED lighting

e Vibration
- Pervasive accelerometers
- Pervasive Vibration motors
- Bootstrap desktop area context




Non-volatile memory capacity & read/write bandwidth

Storage capacity (Mb)
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MEMS Sensors:
Rapidly falling price and power of accelerometers
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Energy harvesting and storage:

Aii8
Small doesn’t mean powerless... ,.'-

15t Annual Workshop on October 22, 2009

MICRO POWER TECHNO:[:@GIES ! r‘
Radisson Hotel, San Jose, CA - n a

RF [Intel]  clare Solar Cell

Shock Energy Harvesting
CEDRAT Technologies

Electrostatic Energy
Harvester [ICL]

Piezolectric'
[Holst/IMEC]

Oscillating
weight

Oscillating

Thermoelectric Ambient
Energy Harvester [PNNL]



Enough harvested energy to do interesting things

Processor

" Radio & Momory-

Sensor

3 Triggers & Time |

Energy-Harvesting

- Sensor Systems

.

QNAS
AC-INL N

No-Power Trigger

Airflow Sensing

Timekeeping

_ Thermoelectric _|

Bradford Campbell and Prabal Dutta,
"Gemini: A Non-Invasive, Energy-Harvesting True Power Meter,"
In Proceedings of the 35th IEEE RTSS, Dec. 2-5, 2014.

Bradford Campbell, Branden Ghena, and Prabal Dutta,
"Energy-Harvesting Thermoelectric Sensing for Unobtrusive Water and Appliance Metering,"
In Proceedings of the 2nd ENSsys, Nov. 6, 2014.

Bradford Campbell and Prabal Dutta,
"An Energy-Harvesting Sensor Architecture and Toolkit for Building Monitoring,”
In Proceedings of the 1st ACM BuildSys, Nov. 5-6, 2014.
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L
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Michigan Micro Mote (M3) modular, nano-power platform
w/ David Blaauw, Dennis Sylvester, and Dave Wentzloff

Control/ o - |
. > Temp
PMU - . Sensor

-
.-
.

-
-
-
-

5 uAh
Battery

Motion
Detection/
Imager

L o

Pressure Sensing Temp. Sensing Visual Sensing

Y-S. Kuo, P. Pannuto, G. Kim, Z. Foo, |. Lee, B. Kempke, P. Dutta, D. Blaauw, and Y. Lee,
"MBus: A 17.5 pJ/bit/chip Portable Interconnect Bus for Millimeter-Scale Sensor Systems with 8 nW Standby Power,"
In IEEE Custom Integrated Circuits Conference (CICC'14), San Jose, CA, Sep. 14-17, 2014.

Y. Lee, S. Bang, I. Lee, Y. Kim, G. Kim, M. H. Ghaed, P. Pannuto, P. Dutta, D. Sylvester, and D. Blaauw,
"A Modular Tmm*3 Die-Stacked Sensing Platform with Low Power 12C Inter-die Communication and Multi-Modal Energy Harvesting,"
In IEEE Journal of Solid-State Circuits (JSSC'14), Vol. 48, No. 1, Jan. 2013.
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“Applications are of course the whole point...”
- Mark Weiser, 23-Mar, 1993

“In the future, an increasing proportion of computer
science research will be application-driven”

- Eric Brewer and Mike Franklin, CS262A



Pervasive Computing starts with Embedded, Everywhere

Embedded,
| Everywhere




Re-imagine the thermostat:
Digital, wireless, multi-sensor, networked, and learning

Source:



Re-imagine industrial automation: High reliability &=+ DUST

TWORKS

2. Energy

v Battery
v Vibration

& v  Battery
EMERSON v 4-20 mA loop

Process Management
v Solar

SIEMENS

v Battery

v 4-20 mA loop
v Thermal
Thousands of networks, 100+ countries, six continents

buildings, breweries, refineries, mines, city streets, chemical

plants, deserts, trains, steel mills, data centers, pharmaceutical
plants, offshore oil rigs...

Source: Kris Pister, Dust Networks (now part of Linear Technology)


http://companyweb.rlwinc.inner/Projects/SxNAP/S5NAP/S5NAP%20Pictures/wSIM%2011_18_06/2006_11189_11_060047.JPG

Re-imagine lighting: from milli-Hz to mega-Hz switching
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Software-defined lighting: multiprogramming the lights

------------------------------------------------------------------------------------------

Communication s.) 0100101110
Health = § : IP-Backbone
T : . PLC PLC
e ' : - Wi Ehomet — (I ¥ W e— Ethemet — (I ¥ »
Indoor Positioning *{:] e L RE aF i
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Device Configuration v
TR S .
Configuration RF ;
Synchronization sioning Uplink

«%»
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Ye-Sheng Kuo, Pat Pannuto, Ko-Jen Hsiao, and Prabal Dutta,
Luxapose: Indoor Positioning with Mobile Phones and Visible Light,
In Proc. of MobiCom ’14: The 20th ACM MobiCom, Sep. 7-9, 2014.

Ye-Sheng Kuo, Pat Pannuto, and Prabal Dutta
System Architecture Directions for a Software-Defined Lighting Infrastructure
In VLCS ’14: The 1st ACM Workshop on Visible Light Communication Systems, Sep. 7, 2014.




Re-imagine the railroad:
From the railway network to the railcar network

Sources:
http://www.dailywireless.org/2012/04/03/railroad-sensors-predict-derailments-wirelessly /
http://www.intel.com/references/pdfs/Intel_ESS_Union_Pacific_Case_Study_HR.pdf
http://robotics.eecs.berkeley.edu/~pister/presentations/LBL110316.ppt



Re-imagine the battery: oo
From black box to PCM to MPPT to grid storage outeutPower

U’.M
" ownt
Tiedmienal
Oparstng Range

POWER

10 15 17 VOLTAGE =

Sources:
http://gas2.org/2011/10/24/revenge-of-the-electric-car-movie-review/
http://blogs.scientificamerican.com/guest-blog/2011/10/27/vehicle-to-grid-technology-electr.c cuis vecuine purrar g vuceer voy



Re-imagine the bridge (and building and tunnel):
Infrastructures becomes intelligent and self-diagnostic

I Talk of the town 1

®»\\\\\\\\ ‘ 00
2 oY 00

“Getting these sensor networks to work reliably
proved unexpectedly difficult.”

. KEY: Central computers Wireless sensors 2% Wireless
“There were physical problems to be overcome, too: - = b doalnsans o signals

within a day of being installed on the Underground, SMART BUILDING

several sensors fell off the concrete walls of the e e

tunnel and had to be reattached with different glue. maved to reduce oscllations in strong wieds, o minisiise damage in the event of an earthquake '

W]th]n a feW WeekS, all the eqU]pment was found tO 3. if;“,‘,’z\l;::;::;'r"‘:"“‘:,:;;I‘:,‘:’:",’:',y,_"‘,‘I:‘::-:i:t; |‘|q.;'or betldings nearby of the approach of a shotkwave, 50

be covered in thick layers of brake dust and needed SMART SRIDGE

to be put 'into protective Cas‘ing' After S'iX months and 1. W‘rrh:u sensors mounted on the bridge monitor vibrations, displacenent and temperature, This information then
"hops” across the network of sensor sodes 10 a central compater for analysis,

numerous battery changes, some of the incline 2. 1 2 peoblem is detected, such as a loose bolt or cable, or the beginning of a crack, a warning cas be sent by SMS.
sensors mysteriously failed and had to be replaced.” SMART TUNNEL

1. Wiceless sensors mounted on the walls of a tunnel monitor displacement, temperature and humidity. This information
then “Bops” across the network of sensor nodes 10 2 centzal computer for analysis
2. I 3 prodlem with the tennel liming Is detected, appropriate maintenance can be carried out, In future, 3 smart tusnel

could even use rodots to perform some mantenance tasks astomatically

Source: http://www.economist.com/node/ 17647603



Re-imagine social networking:
From facebook to real-time, human inter-contact data
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(b) Imeracuon Tiass

William Huang, Ye-Sheng Kuo, Pat Pannuto, and Prabal Dutta,
"Opo: A Wearable Sensor for Capturing High-Fidelity Face-to-Face Interactions,”
In Proceedings of the 12th ACM Sensys'14, Nov. 3-6, 2014.



Re-imagine the power grid:
Smart, responsive, decentralized, and adaptive

SMART GRID Smart appliances

A vision for the future — a network
frequency lluctuations.

Can shut off in response to

Demand management
Use can be shilted to ofl-
peak times 10 save money

of integrated microgrids that can

maonitor and heal itself
Solar panels

P

L% Disturbance
¥ inthe grid

-
Execute special protection @
schemes in microseconds.

Detect fluctuations and
disturbances, and can signal

Energy generated
peak times could

in batteries for later use

for areas to be isolated

at off-
be stored

Central power

Energy from small generators

overall demand on the grid

http://www.horizonenergy.blogspot.com/

and solar panels can reduce. il

plarmt

Industnal
plam



Re-imagine health care:
Continuous, mobile, wireless, digital, and networked
32!".,; i |

"]

{ blood pressure

|
(j auscultation

injection regstration

- —
g ~- = '
=i R ‘
= ..n:.\ |
glucose tablet dispensing

ECG monitor

Source: http://www.ercim.eu/publication/Ercim_News/enw60/husemann.html



Re-imagine all the things:
They’re now phone attachments
g

EKG Monitor

inTuIt

e e—

CC Terminal Soil Moisture

‘\
CO Sensor




Re-imagine all the things: some favorites

Kinsa Thermometer Ryobi. Phone Works™



Outline

Historical Roots
Technology Trends
Application Explosion

Open Problems



Open problems, new challenges

Remote communication
protocol layering, RPC, end-to-end args . . .

How are Distributed, Mobile, Pervasive, and Perpetual
Computing are related:

1. New problems encountered moving L->R!
2. Complexity is multiplicative, not additive!

Fault tolerance
ACID, two-phase commit, nested transactions . . .

High Availability \ _Distributed ® Mobile

replication, rollback recovery, . . . Systems

Remote information access
dist. file systems, dist. databases, caching, . . .

Distributed security

encryption, mutual authentication, . . .

Mobile networking "
Mobile IP, ad hoc networks, wireless TCP fixes, . .

Mobile information access
disconnected operation, weak consistency, . . .

Adaptive applications
proxies, transcoding, agility, . .

Energy-aware systems
goal-directed adaptation, disk spin-down, . . .

Location sensitivity

GPS, Wavelan triangulation, context-awareness, . . .

>—

Computing
A

Smart spaces )
Invisibility
Localized scalability

Uneven conditioning )

New Challenges:

Context

Interfaces

Intermittency

Heterogeneity

Security & Privac;

Scale-

® Pervasive
Computing

Perpetual

N2 20 2B 2R 2N 4

Computing

Trillions?!

Space. Time. Activity.
Both M2M and H2M.
Energy and Network.
Embedded/Mobile/Cloud

In the wild. In the Cloud



Scale & Context

e Immense scale will be a challenge
e Proximity helps...out only so much
e Need better ways to establish context

o000 ATAT & ZZ5PM -

Pa,lly BLE Scanner  Stop

G4EAT28F -OFCA-C440-65ES5-ETDYGBEALZF
Name :
RSS1: -97 dBm

7TFF8444D-8134-C194-A4ED-7509006C9977
Name :
RSSI:

0CE43B40-2C28-6D83-F1E7-6A84644D3373
Name :
RSSI: 127 dBm

BB2AE457-ABAS-F1CD-ABC2-446FF2CE218C
Name : Go Blue!

RSS1: <97 dBm
86770722-9C5B-2F87-F104-FE033FBFOADC
Name : Go Blue!

RSSI: -96 dBm




Interfaces to man and machine

Many devices will have no user interface

But could have multiple communications interfaces
How to associate, configure, and interact with them?
How to collect, process, and distribute sensor data?
How to find and bind to new resources in new places?
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Energy and communications intermittency
Variation in space

Irradiance (pW/cmz)
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« Harvested energy is variable ©, 10y O
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The Internet of Things has a Gateway Problem

Cel Radio / Wi-Fi Gateways  Backhaul

p e

(79 Wi-Fi
/ loT

Cell Radho / Wi-Fi /
Procossi
0—E o
— [P0 —

Ethernet
| —8—
- Androud ‘
go ——[)—

Thomas Zachariah, Noah Klugman, Bradford Campbell, Josh Adkins, Neal Jackson, and Prabal Dutta,
“The Internet of Things has a Gateway Problem,”
In The 16th International Workshop on Mobile Computing Systems and Applications (HotMobile'15), Feb. 12-13, 2015



Building applications across heterogeneous systems

Building an Application

» Wrile a data processing pipeline
» Consists of a set of Models, describing data as it is stored
» Transforms move data between Models
* Instances of Models are bound 1o devices
» Views can display Models
» Controllers determine how data moves to Transforms

[

= == =
ACCessors | L [ | Ll ]

Interact with the world. ( A }-(sn "

security and privacy

Ao

The world is a complicated place
ACCHSSONS PrOvice & slandir e interiace for {
Code comes standard, too

AcCCessors are versatile

Brad Campbell, Pat Pannuto, Univ. of Michigan Philip Levis, Stanford University, SITP 2014 Industrial Workshop
http://accessors.io:5000/ http://iot.stanford.edu/workshop14/SITP-8-11-14-Levis. pdf



The Internet of (Infected and Compromised) Things

=3
he :i- net of thin be hack
———
How the Internet of Things Could

Kill You
- . [

Hacking the Fridge: Internet of Things Has
Security Vulnerabilities

Philips Hue LED smart lights hacked, home
blackad cut by security researcher

A Security Disaster

* HP conducted a security
analysis of loT devices'
» 80% had privacy concerms
» B0% had poor passwords
» 70% lacked encryption
*» 60% had vulnerabiities in UY
» 60°% had insecure updales

el

loT Security is Hard

* Complex, distributed systems ,
» 107-10° differences in resources across tiers l‘“ ey p B
» Many languages, OSes, and networks —

» Specialized hardware | !. -

* Just developing applications is hard ¢

* Securing them is even harder | I~ S—

» Enormous attack surface
» Reasoning across hardware, software, languages, devices, elc.
» What are the threals and attack models?

¢ Valuable data: personal, location, presence

¢ Rush to development + hard = avoid, deal later

& INBret

Philip Levis, Stanford University, SITP 2014 Industrial Workshop

http://iot.stanford.edu/workshop14/SITP-8-11-14-Levis.pdf




2011: In Gaetano Borriello’s words

Challenges for PeCS

* Our technology requires too much interaction

* Mental models of apps and data are difficult to grasp

* Information design

* We get trapped by steep learning curves

* Industry designs for stickiness and brand experience

* Devices and apps don't get better with time

* Cycles and bandwidth to spare - put them to good use

Scale (PeCS)

University of Washington
Seattlo WA
January 27-28, 2011

Gaetano Borriello (University of Washington),

“Looking Forward to Ubiquitous Computing that Looks Ahead,”
NSF Workshop on Pervasive Computing at Scale (PeCS)

January 27-28, 2011

—— et

A Manifesto for PeCS

» Open data formats
» Focus on service composition
= pipes, filters, forks, and mash-ups over monolithic apps
* Learn usage patterns
* Dialog with users
* Reinforcement (positive and negative) learning
» Anticipate the user and get better at it over time

P e e N PO Wawhadop - Samtle, WA
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Questions?

Comments?

Discussion?



