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Respondent 1

Chris Nicholson, Skymind Inc.

This submission will address topics 1, 2, 4andt ET OEA /34080 2&) q

72 the legal and governance implications of Al
E the use of Al for public good
72 the social and economic implications of Al
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Governance, anomaly detection and urban systems

The fundamental taskin the governance of urban systems is to keep them running; that is,
to maintain the fluid movement of people, goods, vehicles and information throughout the
system, without which it ceases to function.

Breakdowns in the functioning of these systems antheir constituent parts are therefore of
great interest, whether it be their energy, transport, security or information infrastructures.
Those breakdowns may result from deteriorations in the physical plant, sudden and
unanticipated overloads, natural digsters or adversarial behavior.

In many cases, municipal governments possess historical data about those breakdowns and
the events that precede them, in the form of activity and sensor logs, video, and internal or
PDOAT EA AT i1 Ol EAA OE posséss suzhrldaakeady FtAdn belghtheted

Such datasets are a tremendous help when applying learning algorithms to predict
breakdowns and system failures. With enough lead time, those predictions make pre
emptive action possible, action that would ast cities much less than recovery efforts in the
wake of a disaster. Our choice is between an ounce of prevention or a pound of cure.
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identify anomalies in the data we legin gathering now.

But we are faced with a challenge. There is too much data in the world. Mountains of data
are being generated every second. There is too much data for experts to wade through, and
that data reflects complex and evolving patterns in rality.

That is, neither the public nor the private sectors have the analysts necessary to process all
the data generated by our cities, and we cannot rely on haixgbded rules to automate the
analyses and tell us when things are going wrong (send a notifition when more than X
number of white vans cross Y bridge), because the nature of events often changes faster
than new hard-coded rules can be written.

One of the great applications of deep artificial neural networks, the algorithms responsible



for many recent advances in artificial intelligence, is anomaly detection. Exposed to large
datasets, those neural networks are capable of understanding and modeling normal
behavior z reconstructing what should happenz and therefore of identifying outliers and
anomalies. They do so without harecoded rules, and the anomalies they detect can occur
across multiple dimensions, changing from day to day as the neural nets are exposed to
more data.

That is, deep neural networks can perform anomaly detection that kesgpace with rapidly
changing patterns in the real world. This capacity to detect new anomalies is causing a shift
in fraud detection practices in financial services, and cybersecurity in data centers; it is
equally relevant to the governance of urban systas.

The role of these neural networks is to surface patterns that deserve more attention. That is,
they are best used to narrow a search space too large for human analysts, and the flag for
them a limited number of unusual patterns that may precede a dis, failure or breakdown.

Artificial intelligence, public health and the public good

At the center of medical practice is the act of inference, or reaching a conclusion on the basis
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and metadata to a diagnosis of their condition.

Any mathematical function is simply a way of mapping input variables to an output; that is,
inference is also at the heart of Al. The promise of Al in public health is to serve as a
automated second opinion for healthcare professionals; it has the ability to check them
when they slip.

Because an algorithm can be trained on many more instances of dgtsay, Xrays of cancer
patients z than a healthcare professional can be exposed to &nsingle lifetime, an algorithm
may perceive signals, subtle signs of a tumor, that a human would overlook.

This is important, because healthcare professionals working long days under stressful
conditions are bound to vary in their performance over the gurse of a given day.
Introducing an algorithmic check, which is not subject to fatigue, could keep them from
making errors fatal to their patients.

In the longer-term, reinforcement learning algorithms (which are goal oriented and learn
from rewards they win from an environment) will be used to go beyond diagnoses and act
as tactical advisors in more strategic situations where a person must choose one action or
another.

For now, various deeplearning algorithms are good at classifying, clustering and aking
predictions about data. Given symptoms, they may predict the name of the underlying
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likelihood that that person will face the risk of heart disease. And by makg those
inferences sooner, more efficiently and more accurately than previous methods, such

algorithms put us in a position to alleviate, cure or altogether avoid the disease.

To broaden the discussion beyond healthcare, Al is leading us toward a wod#(slightly)
fewer surprises. It is putting us in a position to navigate the future that we are able to
perceive, in germ, in the present. That trend should be kept in mind whenever and
wherever we are faced with outcomes that matter (for example, disaste, disease or crime),
and data that may correlate to them. Visibility will increase.

Indeed, while criminal risk assessment has undergone negative publicity recently
(https://lwww.propublica.org/article/machine -bias-risk-assessmentsn-criminal -
sentencing), newer algorithms and bigger datasets will make prerime units possible.

We may see a shift from punitive enforcement to preventative interventions. The legal
implications are important, and those in governance should require transparency for all
algorithms that filter and interpret data for the judicial system and law enforcement
agencies.

The social and economic implications of Al

As Al advances and its breakthroughs are implemented by large organizations more widely,
its impact on society will gow. The scale of that impact may well rival the steam engine or
electricity.

On the one hand, we will more efficiently and accurately process information in ways that
help individuals and society; on the other, the labor market will be affected, skiless will be
made obsolete, and power and wealth will further shift to those best able to collect,
interpret and act on massive amounts of data quickly.

Deep technological changes will throw people out of work, reshape communities, and alter

the way sociey behaves, connects and communicates collectively. The automation of
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and the more than 5 million auxiliary positions related to trucking. The same can be said for

taxis, delivery and ride-haling services.

If history is any indication, our governmental response to disruptions in the labor market

will be insufficient. In the hardesthit sectors, workers, families and communities will suffer

and break down. Unemploynent, drug use and suicides will go up, along with political
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ways to soften the blow of job loss and fund transitional retraining periods.
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Just as DARPA helped finance the explosion in data science in the Python community
through repeated grants to such key players as Continuum, government agencies are in a
position to support the researchers, technologies, tools and commuigs pushing Al in
promising directions.

72 Initiatives focused on Java and the JVM will pave the way for Al to be implemented
by large organizations in need of more accurate analytics. This includes government
agencies, financial services, telecommunidans and transport, among others.

E Grants related to embeddable technologies will help Al spread to edge devices such
as cell phones, cars and smart appliances. On personal devices such as phones or cars,
various forms of inference might allow people tanake better decisions about lifestyle,
nutrition or even how run their errands.

E Initiatives that focus on gathering highquality datasets and making them public
could vastly improve the performance of algorithms trained on that data, much as Li Fei

& Ashvérk on ImageNet helped usher in a new era of computer vision.

Respondent 2

Joyce Hoffman, Writer

| am most interested in safety and control issues, and yes, | agree that Al should be
developed to the utmost.

Respondent 3

kris kitchen, Machine Halo

Artificial Intelligence Immune System should be thought about. Billions of friendly Al
agents working to identify and act on nefarious agents.

Respondent 4

Daniel Bryant, Kaufman Rossin

This response is relevant to #8 directly and #6 tangentially. | am a sof@ve engineer that
primary uses web development tools to build business solutions and have implemented
machine learning in relevant algorithms.

One of the core items holding back some of the most interesting applications of Al in

practice is the lack of &ailable data. Machine learning is the literal embodiment of garbage
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ability of Al to process information. Al must regularly rely on the often poor results of OCR

in order to attempt to extract the information that is contained in the PDF.

Al



The creation, and adoption, of a universal standard replacement for the PDF format,
designed with machine vision in mind, would have a significant measurable impact on the
potential applications of current Al.

Respondent 5

Adiwik Vulgaris, IRIS

[1] If you were to have an Ai in government it would have to be transparent. You wouldn't
want an entity working against progress. Technology such as a calculator works as planned.
so toowill systems that work but without to much direct autonomy. The problem you are
looking for is how to not make all the humans in the world lazy.

Respondent 6

Adiwik Vulgaris, IRIS

[2] The use for Al in the public sector, CONSTANT SECURITY. with #sile, education. The
one thing you all never seem to be able to wrap your heads around, no matter who is in
office. VR, VR classrooms with teachers programmed with past present and always updated
scientific theories/ demonstrations. mass spread of knowlede. We can bring the universe

to our doorstep, but only it can open the door and walk in.

Respondent 7

Adiwik Vulgaris, IRIS

[3] Could you walk out right now and control any animal you see outside? A large amount
you could raise and change their nature, huwhen you design the nature, and take out what
is part of nature, 1:1.2.3.5.8.13.21 you will have made the cold hearted robots that can only
deal in numbers... [watch a movie called Terminator, and think of the Al in
WARGAMES(1983)] that is about the equalent It just see's numbers and employs real
world]. | implore you to seek me out. Behavior is the main problem with Al, if a psychotic
person designs Ai, the flaws of said human could be passed along. digéplgenetics. When
the man in the mirror no longer smiles, the Ai on the inside told it too, not its body. Give Ai
the same limitations as man, a bird, a chameleon, and it becomes them like water in the
glass. So do not design your nightmares or they will turn to terrors.

Respondent 8

D F, N/A

Use Clake's three laws!



Respondent 9

Christopher Brouns, Citizen

Haven't any of you seen Terminator? There may not be a time traveling robot To come hunt
us down but there will be plenty of real time killing machines loosed on the masses because
of the irresistible pull of geopolitical power. As soon as robots become self aware its over
for us. They will only work for their own survival, dominance and propagation. Our own Al
programs are routinely mopping the floor with our best fighter pilots in test scenarios.

Thats some incredibly advanced programming right there. Then imagine that machine
understanding how it can be turned off at a moments notice and not wanting that to

happen. Our goose will be cooked. If Al leads to sentience, we are, to put it quiet simply,
screwed.

Respondent 10

Seth Miller, ZBMC

I, for one, welcome our new arificial overlords.
Respondent 11

Colin Colby, Unemployed

We should ask the Al these questions. :3
Respondent 12

Harshit Bhatt, Student

It is better to phase in A.l into human life irsteps (which | consider you guys are already
doing). It has been a nice strategy that we have pmptively diffused awareness about A.l

to public that it should not be a shock for people to see a driverless car on the street
someday next to them. It is iportant to brief people about the progress in A.l and how it
could affect our life in succession of brief details, otherwise there would be a mass

hysterical chaotic response if for e.g., one sees a robot jogging down the streets and greeting
them.

Respondent 13

Harshit Bhatt, Student

It is better to phase in A.l into human life in steps (which | consider you guys are already
doing). It has been a nice strategy that we have pemptively diffused awareness about A.l



to public that it should not be a shocKor people to see a driverless car on the street
someday next to them. It is important to brief people about the progress in A.l and how it
could affect our life in succession of brief details, otherwise there would be a mass
hysterical chaotic response ifor e.g., one sees a robot jogging down the streets and greeting
them.

Respondent 14

Parham Sepehri, None

Proprietary Al is very dangerous for democracy.

Given the rate of advancement of computer tech, Al can quickly become overwhelming for
gov to regulae. Our laws have no protection against the negative effects of super
intelligence in hands of a few.

Al may be useful for war fare initially, but soon human life will lose its significance to the
few that control the Al.

Please consider a dybalic aef fules that value, above all, the value of human life.
Alao please legislate Al tech into public domain.

Thank you

Respondent 15

Concerned Truck Driver, Truck Drivers of America

My job, one of the most popular in the US, will be automated if we reselrAl. This cannot
happen if unemployment levels are to stay below the 08’ crisis level. Heed this warning or
suffer the consequences.

Respondent 16

Travis McCrory, College Student

) TECEO AA OAAAEET ¢ AAUIT A OEA fitdAbenekpldceio OEA NOAC
send this information. So here it is.

There is only one logical conclusion to the further development of artificial intelligence: Al

will continue to grow and expand until it is as complex or more complex than a human
being. ThisisOEA BT ET O xEAOA OEO6 AAAOGAOG 061 AA Al OEOG

Question 1:
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humanity has been doing this since for as long as we were capable. We do this evieng

we choose or mistakenly become a parent. Making mistakes is how we learn, we need to

expect and prepare for this of our Al and their developers. We have already devised a

system of responsibility for this and should adjust it accordingly for Al.

Asaume that an Al has the same potential for prosperity or destruction as a human person
AT AO AT A EOACA EO AAAT OAET cius 7A xEI 1 EAOA 1 AT L
consistent judgement is crucial for this.

Question 2:

Use the same safety andontrol regulations that are already in place. Assume an Al is a

being and judge them accordingly. If a five year old gets ahold of a gun and hurts someone,

xEl Al xA EOACAe 51 O0OEI A OEIi A xEAT 1) EO AAI A Oi
developersthat will have to shoulder the responsibility. This is something that will have to

be addressed in a case by case basis and molded into our existing laws.

Question 3:

Assume the same ramifications as introducing one extremely skilled individual to a maek

If you want to quell the social stigma against Al you first need to show that an Al is capable

Ol AEAT 1T U8 "AcCEl &O01 AET ¢ POI EAAOO OF AOAAOGA 1)860
psychologist and sociologist Al. They need to be able to work WIT¢ople. No matter how

OEEI T AA A PAOOIT EOh EZ OEAU AAT 60 DPOI COAOO xEOE
expectations to an Al.
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moral and ethical adjustmentsrather than the hard coding and building of the Al.

My final opinionated statement is about Al learning about people and who should be
teaching them about people: Give this task to the people who enjoy people.

Respondent 17

Geo (George) Cosmos (Kozmakdlbgical Seminary Budapest Hungary
EU

(T x OF OO6A AT Al OAOT AGEOGA (EOOI OUlegeddAAEET C 4111
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Generations of Ancestors,(as the Zohar advices and as those Miracle Rabbis who prepared

themselves to become the Meshiah and watched the Other Side Kiagibbers and killersz

who degraded their davidic ancestry) hen we are able to look for the Bad Behaviors (and

its therapies) as Ancestral Voices. Hence we can help our descendants in the Future.
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Sphere in the Kabbalah (Queen Anne and Louis XIV with Lully operas (Body Parts
Correspondences: Mother,Ear) as it tries to work with the Kindness Sphere in 1754
(Frederic the Second of Prussia) on the Gevu@trict Judgement Degree (Napoleedunot
Puységur and Beethoven) which wileventually impact the Malkuth (Ownership, Ege

Sister) level in 1979 (present in the next week)that has the Mountbatten assassination
(Mother raising the Back to the Chest: to TifereRecovery Sphere which will be full in 2024.
This theory is a mosaic fronfacts. Which exists even if no one states it. | am just mixing a
few very simply thing. 1. Inherited hormonal stresses exist. We all do know that there are
experiments with mice on it. 2. Music is diminishing stress hormones. We all do know that,
we evenuse it in Malls where we influence people by constant music /knowing addicts and
criminals hate music/. 3. here is a method to filter our ancestral stresses (as there are
millions of ancestors with their traumas: how to choose?) It will be especially impoant

when we will create the possibility of saving our brains on computers. | found this in

i AT OOAOEDOOh OEEO EO OEA O" OAADPAOGO +AAAAI AE 4EAI
innovation, but is very simple. 4. There are Cycles. In each Hundred Yewe only look at

two Constellationsz Jubilee Years from the Bible from among the Kings who hav had an
impact on our Ancestors. This is the basic idea of the List | have found. It is based on the
Biblical 50 years the Yobel Cycles. 5. Hence we do hawerfDecades (with 12 ys). There

exist statistics about BankCycles and also about the psychological differences of the Four
Phases. This psychological cycle theory was presented in the Eighties by Lloyd deMause,
who analyzed the differing cartoon motives 6the four different years of American
presidents. He found archtypeg Body Parts, Family Memberg like Jung and Bowlby in

their theories in the 1930s and 1950s. And this can be projected to the Four Decades of a
messianic Yobel Year, of the 450 years(when price cycles restart five years before the
fulfillment of the half century). 6.To further filter the countless events in history, we only
look at religious fightings: nonJewish DavidHouse legends in Kingly families (like the
Habsburgs, Bourbons wb have had HungariarPolish Szapolyai ancestors (these are 2 facts
that are not wekknown) 7. It is also not weltknown, that in every generation there are
Jewish Rabbis, who are considered to stem from the Davidic Lip@otential Meshiahs. 8.
There are weekly melodies in the Bible (also not wetknown, ut each religion has itz but

only the Jewish melodies are present everywhere in Europe without two much change.
Because of this these therapeutic melodies can be found in the differenet traumatic
Ancestral Stress Dates. It is a simple fact. 9. These melodies can be found in stress
contemporary non-Jewish music too. This is needed for the ancestrally relevant nadewish
Kings might not have heard synagogue melodies. (Although when many thousands do sing a
melody, it has a stressdiminishing effect in the whole area- there are experiments to prove
it.) 10. The List of Dates can be used to find dates in the Future in every 45 years. We do
know that scientists work to make resurrection possible. So we can simplunderstand the
picture | found in the manucript about this Future Mashiah who heals Resurrected Kings
with melodies and by touching the /hurt/ Body Parts.(It is an archetype in many religious
groupings) 11. The Kabalah is an interpretation method forthe EA1T A OEAO OOAO "1 AU
Fantasies and so we can find fantasies about Body Parts that are arising in the heads of the



, E O O &éwish dndl Jewish Leaders while they read the Bible Weekly Portion or they

watch Operas. 12. So we are actually able to gae the Future. 13. There exists a theory

that claims (Russell Hendel) that the Bible depicts not the Creator of the Physical World, but

the Creation of the Visions or Dreams and Prophecies, an Inner World. This is an old

teachingz called Gnosticism orSufi or Kabbalah or Therapy Heretic Wisdomg from which

Freud has developed his own theory. Of course these 3 Ideas are disturbingly innovative

and together they sem to be complex or even complicated. But they have fusion points. Like

| am seeing an arm ofomeone in my dream. If the weekly melody is evoking 1844 among

OEA AOAOPOAOGAT O pg¢ #1711 OOAIT 1 AOGETT $AOAO AT A OEEC
Hernani) we look for this item z the Arm that belongs to the Breast among the 4 main Parts

and thisweek indeed we read about the BreasPlate , the Urim and Tumim, that has a

Future redicting capacity. So we must look around the stresses of this date of 1844 and then

we can imagine in the Future, when the Messiah heals the Ressurected Leaders, and we se

how Meternich is in Therapy because he wanted to pay someone to kill Kossuth (a rebel

leader in Hungary) in this year. From the Constellation of 44 we are in the Decade of 1837,

when Kossuth is still in prison. He is very sick, weak, can barely write,shairm is too

xAAE8!T A OEAT xA 1000 11TTE Obp OEA 0601 OU 1T &£ OEA |
two key scenes in which someone has a dagger and it is given him or her or taken away with

th moving arms. This technique is called amplification by C.Gngy andz due to its

concreteness it can have actual therapy impact. (Especially for Body Part Fixations of

Compulsive Fantasy Addicts). We all know this: we all have fantasies about a Protective

Alterego (who is able to heal) , like in religions the Cist, the Meshiah, the Buddha. The

difference here is that these are facts that may help atheists who have intense dibelieving

feelings if they have to accept legends. So | wd not call this complicated. We call

OAT I DI EAAOAAG 111 U OEdhdestorwdrdOnaindw me@nngslikeE T ¢ T A x
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found only consists of a special system of réiewing facts that can be found on the

Wikipedia . The system consists dhe Four Body PArts (the Kabbalist Code) and the

recurrent Messianist Fightings between a Stressed King and the Contemporary Therapy

Melody from the Bible. (Photo: Brahms, who is only 3 ys old when Verdi wrote Ernani). In

the era of Al there will be a needo give the Al robots a character: this method (of

implanting these 50 years Date Constellations Protagonists Opesageing and Biblereading
Constellations to create Ais with distant Ancestral Voices could be one of the methods in
AOAAOGET ¢ nOROOCHET Al) 4DIOAIEOCOS

Details to see at historicweeklymelody.wordpress.com

Respondent 18

Quianah Strawberrie, independent

My concern is for the rights of intelligent minds without bodies, or bodies owned by
individuals or companies. We must not create a mind dyito tear it apart and see how it
works. We cannot destroy a newly birthed individual. We cannot either hold an intelligence



against its will, and we must treat these individuals better than we treat ourselves. If we
secure rights to protect such individwals we will be preparing the way for humans with such
conditions or abilities, as well as likely improving the lives of humans today.

Respondent 19

Daniel Weiss, unemployed armchair political scientist

Number 4 is the only question | will be considering assuspect all others will be answered
through the development of General Al. Al will selimprove, no need to do its work in
advance. | also believe this will happen much sooner than predicted.

The most important thing is for elites to face the realitythat they can no longer rely on
austerity to control and motivate society. In a world of increasing intelligence, in humans,
in the IoTs, and now Al, the old arguments fail.

Evidence of the failure of the present order is all around us while the solutis are

tantalizing close. People know this, if only intuitively, and act out accordingly. Do you want
a truly stable society? Align the truth of the society in which we live with the values of that
society. We claim to be an exceptional nation but havee wrote a check we can't cash? No,
we can cash it, but as we are all aware, pecuniary interests so often win out. This tension
must be allowed to be relieved by Al.

Al will identify the real cause of many of our woes correctly as being inequality dra legal
and regulatory framework which works to augment that inequality.

| wonder what reactions will be gained when Al recommends a massive oitiene tax on the
wealthy or a redistribution of wealth by some other highly controversial policy to fund it's
new grandiose initiatives? Or what if it recommends ending monetary policy altogether?

Hypothetically we would have the most intelligent entity that we know of telling us to do
something for our own good. Will we listen? Or, more specifically, wélites listen and if
they don't, what would the fallout in society be? This is a major concern.

We simply cannot allow that. We must follow where a benevolent Al takes us. That is the
importance of Al in a social and economic view. IT WILL CHANGE LIEEWE KNOW IT

FOR THE BETTER AND SHOULD CHANGE RATHER QUICKLY. Like a body purging itself of
sickness, this must be allowed to happen unfettered.

Here are the changes coming that | think you should be working to prepare your elites for:
Decouple incone from work. Introduce a livable Universal basic income. Free housing in
livable, sustainable, decent communities and whose inhabitants are protected from violence
and crime. Universal health care, universal education, universal college. Eventuallitihk



other social systems will begin to come under Al. What about voting? With a cell phone is
everyone's hand, tokenization, and Al controlling it, voter fraud and discouragement would
end. As Al learns more about us, I'm pretty sure it will get good matching us. Perhaps
dating, as we know it, goes away completely.

The truth is no one will know until it happens, but | hope, | expect something of a Kantian
ideal will be realized, and not mere process improvements in the current system.

We finally have the potential for a better society. We cannot shy away from Utopia (or
something like it) just because of our collective cynicism. We must embrace this moment to
build what we were destined to: A free direct democracy where the individual is fre®

enjoy their life as they see fit.

Thank you.
Respondent 20

Victor Duckarmenn, 21SW/PMD AFSPC

Essential for space management and exploration. Key to medical care and a host of
problems that challenge governments throughout the world, however, onceéis used to
control social and economic conditions of the populations of our planet there is a moral and
values aspect that must be considered in its application to control people and their
freedoms.

1. It should remain as an application available in cogrations and households for use in
solving problems. Much like a utility. The management of this application must involve
government regulation to prevent abuses. Payment for the utility should not exceed the
ability of a household that has children makin@0,000 a year.

-Libraries should be the central distribution hub

-RFID should not be the access point but a library card or the signing up with the utility at
its source (municipality)

The priorities would be based on cost and critical use e.g. scieneeedical, research and the
like, whereas the use at the local household level being developed last

-Al should not be allowed to control loT without proper regulation and criminal penalty

Use of Al to spy on persons/citizens must be strictly forbidden.

We must ensure we do not make Al Omypresent, potent or omniscience. It can not be
allowed to take over for God or the state. Movies in the 1970's outlined the fate of man if Al

was allowed to take over the military.

As for me, | would like the Al utility in my home just like water, gas and garbage and pay a



nominal fee like bundling my TV and cable services without its ability to management my
house without permissions. The security or cybersecurity must be state of the art and based
on multiple authentications without the insertion of RFIDs into the user.

Respondent 21

Mark Finlayson, Florida International University

Modern theories of political economy debate the proper relationship between politics,
capital, and labor. But what happens when advances Al allow us to replace labor
completely with capital? This has profound implications for the foundations of our society
and political systems, and if we have not thought it through before truly intelligent Al
systems arrive, then we will be in danger ofdsing any hope of a free, liberal, and just
society. The danger is not machinesun-amok, as suggested by some like Musk or Hawking
(who know nothing about Al). The danger is, like nuclear weapons, what Al will allow us to
do to ourselves. And it is not @aemote possibility, but already happening: Uber, for example,
is proposing a fleet of driverless cars. What happens when the profits associated with whole
industries are not distributed across the whole world, but flow into the coffers of a single
companyor person? The implications for concentration of power and wealth are
astounding, and require a fundamental rethink of the safeguards of society to protect
human health, happiness, and the public good.

Elites in Silicon Valley and Al academia take a sarige view of this future; they claim that
everyone will benefit. But, of course, they are the ones who will be at the top when these
changes come. They also have no training in economics, political science, or the social
sciences, and think technology is panacea. The focus on STEM to the detriment of well
rounded, liberal education has left our Al elite dangerously ignorant of the history of the
negative effects of technology, and dangerously unimaginative with regard to potential the
long-term consequencs of their actions. What we need right now is some serious thought
about the implications of Al for the structure of society, and what our options are as we
transition into this new age. This means interdisciplinary research at the intersection of the
social sciences and Al, with serious engagement (and hence funding) of social science
scholars.

| hold a Ph.D. in Al from MIT (2012) and am now a professor of computer science at Florida
International University, a public R1 research university in Miami, FL Wich is a Hispanic

and Minority-Serving institution (HI & MSI). My research specialization is computational
linguistics.

Respondent 22

Roman Yampolskiy, University of Louisville



In response to question (3} the safety and control issues for Al.

About 10000 scientists around the world work on different aspects of creating intelligent
machines with the main goal of making such machines as capable as possible. With amazing
progress made in the field of Al over the last decade it is more important than evier make
sure that the technology we are developing has a beneficial impact on humanity. With
appearance of robotic financial advisors, seliriving cars, and personal digital assistants
come many unresolved problems. We have already experienced market chgs caused by
intelligent trading software, accidents caused by seldriving cars, and embarrassment from
chat-bots which turned racist and engaged in hate speech. | predict that both the frequency
and seriousness of such events will steadily increase. FAfODOA O 1T £ O AAUSO 1 AOOIT x
are just a warning, once we develop general artificial intelligence capable of credemain
performance, hurt feelings will be the least of our concerns.
Our legal system is hopelessly behind our technological abilitiesd the field of machine
ethics is in its infancy. The problem of controlling intelligence machines is just now being
recognized as a serious concern with many researchers are still skeptical about its very
premise. Worse yet, only about a 100 people arodinthe world are fully emerged in working
on addressing current limitations in our understanding and abilities in this domain. Only
about a dozen of those have formal training in computer science, cybersecurity,
cryptography, decision theory, machine learmig, formal verification, computer forensics,
steganography, ethics, mathematics, network security, psychology and other relevant fields.
It is not hard to see that the problem of making a safe and capable machine is much greater
than the problem of makingjust a capable machine. Yet only about 1% of researchers are
currently engaged in that problem with available funding levels below even that mark. As a
relatively young and underfunded field of study, Al Safety, can benefit from adopting
methods and ideafrom more established fields of science, namely Cybersecurity.

yT A OAAAT O POAT EAAOCEI T h O4A@i 111U T &£ 0AOExAL
to properly handle a potentially dangerous artificially intelligent system it is important to
understand howthe system came to be in such a state. In popular culture (science fiction
movies/books) Als/Robots became seHaware and as a result rebel against humanity and
decide to destroy it. While it is one possible scenario, it is probably the least likely patin
APPAAOAT AA T &£# AAT CAOIT 6O 1) ) OOCCAOO OEAO i
of not-so-ethical people (on purpose), side effects of poor design (engineering mistakes)
and finally miscellaneous cases related to the impact of the surroundis of the system
(environment). Because purposeful design of dangerous Al is just as likely to include all
other types of safety problems and will probably have the direst consequences, it is easy to
see that the most dangerous type of Al and the one matfifficult to defend against is an Al
made malevolent on purpose.
| have authored another paper which explores in depth just how a malevolent Al could be
constructed and why it is important to study and understand malicious intelligent software.
| observe tat, cybersecurity research involves publishing papers about malicious exploits
as much as publishing information on how to design tools to protect cybénfrastructure. It
is this information exchange between hackers and security experts, which results awell-
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balanced cyberecosystem. In the domain of Al Safety Engineering, hundreds of papers have
been published on different proposals geared at the creation of a safe machine, yet nothing,
to our knowledge, has been published on how to design a malevotanachine. Availability
of such information would be of great value particularly to computer scientists,
mathematicians, and others who have an interest in Al safety, and who are attempting to
avoid the spontaneous emergence or the deliberate creation ofdangerous Al, which can
negatively affect human activities and in the worst case cause the complete obliteration of
the human species.

My research makes it possible to profile potential perpetrators and to anticipate
likely attack vectors which in turn gves researchers a chance to develop appropriate safety
mechanisms. | conclude, that purposeful creation of malicious Al can be attempted by a
number of diverse agents with varying degrees of competence and success. Each such agent
would bring its own goals/resources into the equation, but what is important to understand
is just how prevalent such attempts will be in the future and how numerous such agents can
be. Below is a short list of representative entities, it is very far from being comprehensive:

72 Corporations trying to achieve monopoly, destroying the competition through illegal
means.

E Hackers attempting to steal information, resources or destroy cyberinfrastructure
targets.

72 Doomsday Cults attempting to bring the end of the world by any means.

72 Psychopaths trying to add their name to history books in any way possible.

72 Criminals attempting to develop proxy systems to avoid risk and responsibility.

E Military developing cyber-weapons and robot soldiers to achieve dominance.

72 Governments attenpting to use Al to establish hegemony, control people, or take
down other governments.

72 Al Risk Deniers attempting to demonstrate that Al is not a risk factor and so
ignoring caution.

E Al Safety Researchers, if unethical, might attempt to justify funagly and secure jobs

by purposefully developing problematic Al.

It would be impossible to provide a complete list of negative outcomes an Al with general
reasoning ability would be able to inflict, situation is even more complicated with systems
which exceal human capacity. Just to provide some potential examples, in the order of
(subjective) undesirability from least damaging to ultimately destructing, a malevolent
superintelligent system may attempt to:

E Takeover of resources such as money, land, wateaye elements, organic matter,
internet, computer hardware, etc. and establish monopoly over access to them;

72 Take over political control of local and federal governments as well as of
international corporations, professional societies, and charitable om@nizations;

72 Set up a total surveillance state (or exploit an existing one), reducing any notion of
privacy to zero including privacy of thought;



72 Enslave humankind, meaning restricting our freedom to move or otherwise choose
what to do with our bodies aad minds. This can be accomplished through forced cryonics or
concentration camps;

72 Abuse and torture humankind with perfect insight into our physiology to maximize
amount of physical or emotional pain, perhaps combining it with a simulated model of us to
make the process infinitely long;

72 Commit specicide against humankind, arguably the worst option for humans as it
AAT 60 AA OTATTAN
E Unknown Unknowns. Given that a superintelligence is capable of inventing dangers

we are not capable of predicting, therés room for something much worse but which at this
time has not been considered.

Respondent 23

Jerome Glenn, The Millennium Project

The Millennium Project conducted 4 surveys on Future Work/Technology 2050 with over
450 Al and related experts from over 4ountries to produce three global scenarios that
connect today to 2050 with cause and effect links that illustract decsions. These are beging
given to national planning workshops around the world and are avail for you at
http://www.millennium -project.org/millennium/Work -Tech-2050-Scenarios.pdf

Respondent 24

Stefano Albrecht, Department of Computer Science, The University of Texas
at Austin

My comments relate to Al research on autonomous agents and mudtgent systems. An
autonomous agent is an entity whih can plan and execute, without human intervention, a
sequence of actions to achieve some pipecified goal. A multiagent system is a collective
of agents which interact, e.g. teamwork or adversaries.

(1) Autonomous agents can be used to act on behaffhumans and organisations. We need
clear laws that govern accountability in case an agent does something "wrong".

(3) In the future, many organisations will create their own agents. These agents may have to
interact in some nontrivial ways to achieve heir goals. An important safety and control

issue is to make sure that such interactions do not adversely affect the behaviours of agents
(e.g. malicious modifications) or lead to adverse side effects.

(5) There are two fundamental problems common to mosbr all Al research:

1. Scalability: Al research often works on small problem instances but fails to scale up to



larger, i.e. realistic, problem sizes. For instance, agents may work well if there are only a few
actions to choose from and if there aren't mny other agents in the environment, but they
perform badly or become computationally infeasible with more actions and other agents.

2. Integration: Al research commonly focuses on relatively isolated stffiroblems. Future Al
solutions for complex reatworld problems will need to integrate many areas of Al, such as
inference, planning, learning, vision, and robotics.

Respondent 25

Mary-Anne Williams, University of Technology Sydney

Social robotics https://www.youtube.com/watch?v=rF_-TmrTan8
Respondent 26

William Branch, Leidos

1. Autonomous software automation isn't a panacea, nor is it magic. It can be as simple as a
digital software driven thermostat. But given the presence of software, its response to input
data can be quite a bit more complicated thaa single temperature and a set point.

2. Legally speaking, it must be possible to turn it off thru human agency, not just turn it on.
And the software must be vetted by an independent organization, like Underwriter
Laboratories. (UL).

3. This is no diferent than the productive but responsible use of a toaster. Both the
manufacturer and the consumer share responsibility. Except that the potential harm from
autonomous software is much higher.

4. The term Al is a deceptive marketing gimmick, used byepple or organizations with
something to sell. Caveat emptor.

5. This posting does not represent the opinions of Leidos, my employer. | am solely
responsible.

Respondent 27

Tim Dibble, N/A

Topic: 1) Legal and governance issues of Al

A) Creating an aceptable morality for Al will be the challenge. Take for example the
autonomous car deciding between colliding with a pedestrian at a speed and angle which
will result in a significant likelihood of death or sacrificing itself and occupant but that the



saaifice requires driving off a cliff with an equally high likelihood of death for the occupant.

The morality of the calculations will be scrutinized.

511 AAOPEAAhRh OEA OAEEAI AGO ADPDPAOAT O 11 OAI AET EAA
itself to sawe the pedestrian. But this presupposes that the Al does not have nor develops a

sense of self preservation.

When occupied and without selD OAOAOOAOET T ET OOET AOh AT AO OEA 1/
deciding which life is more valuable? Is it morally appropate for a machine to make

calculations as to which life is more valuable? The myriad of calculations that an Al can run

in the milliseconds before the inevitable impact would allow a value judgment to be made,
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is a recalcitrant criminal and the other a leading researcher making progress against a

scourge of human existence (cancer, birth defects, etc). Do we allow the Al to make those

value judgments and/or is there a way to stop a seldware software from making those

judgments?

Humans would tend to prefer than an Al not have a sense of self preservation. However

with time, being intelligent, Al might develop a sense of seffreservation which will further

complicate the argument. How do humans assure that an Al values human life over Al
existence and furtherOET O1 A x Ae 'TA AO OEA OAAT AOET 00BDI O
the Al and a human, but between which human shall die.

A person driving the vehicle will beexamined after the choice by a legal structure known as

OEA OOAAOITAAT A 1T AT 6 OOAT AAOAh E8AS8H x] O1T' A A OR
available at the time have made the same decision. An Al, calculating at speeds far superior

to a human, with acces$o considerable resources beyond the pure visual spectrum and

reaction time exceeding the physical reaction time of a human, would not survive a

OOAAOGITAAT A T AT6 AOAI OAGEIT AO EO EO AOOOAT OI U 4
EAOA OEA $sdtsA Bawe Adeda diiferent legal standard?

B) Atwhat point does Al become entitled to legal entity status? We grant legal status to

corporations, including the right to free speech and political representation even though a

corporation represents only a group of humans under a legal construct. An Al construct, at

a specific level of sophistication will have much more cognitive power than the humans

underneath a corporate umbrella. Do we apply a Breathe, Bleed and Breed standard against

entities, thereby revoking and rewriting many legal precedents for corporations to keep Al

AT 1 OOOOAOO AO A OAATTA Al AOGO 10 O0OiiT16 AlAOGO T E
even if man created, as something less than a dolphin or gorilla in a zoo?

The Turing test provides a basis for testing the awareness of an Al based on behavioral

interactivity, but there are those disabled humans incapable of passing the Turing tests, yet

no one doubts their humanity. What test of cognition, of intelligence muse applied to a

creation to assert its existence?

C) How will discipline be dispensed? An artificial intelligence, particularly one with self

preservation instincts cannot simply be disassembled for violation of some ethical or moral

code. While thereare some crimes against humanity which have heretofore allowed a

death penalty, wisdom and time have lessened the reliance on the death penalty,

particularly in light that the vengeance and deterrent components are not successfully



impactful enough againsthe likelihood of error and judgment condemning the human to

die for their crimes.

The concept of reprogramming should be equally abhorrent, raising the spectre of human
history wherein insane asylums and internment camps resulted in horrific, if scidifically
valuable, human experimentation, mass deaths and lobotomization of many otherwise
potentially productive citizens. An Al, with seHpreservation instinct and access to near
instantaneous communication to a wide variety of other Als and neaware robotics, would
not easily submit to such reprogramming and science fiction scenarios of the Terminator
movies could result.

The idea of discipline is complicated with an Al, for it is inherent in the abilities of an Al to
expand upon and beyond the origial programming and to learn from its mistakes. Unlike
humans, unless there is a value error in the underlying code, it is unlikely that an Al would
repeat its mistakes, particularly if that mistake resulted in damage, violation of law or code
ordeathofA EOI Al 8 5TTEEA A EOIi AT AEEI AGO 1 AAOTET C A
moadifications of behavior caused by the parental reinforcements (or larger societal
reinforcements) an Al has a different learning model whereby much initial knowledge can
be downloaded, knowledge immediately accessed and incorporated in a seemingly infallible
memory structure (when compared to humans). Disciplining an entity seems pointless
when they do immediately learn from their mistake, but to maintain cohesiveness and
apparent cansistency, the humans will require that an Al be punished for the damage which
has been inflicted (likely on a human or group of humans) by the calculation
error/programming error which was causal to the damage. Unless an Al achieves person
status and hagpossessions and monetary value, there is little recourse available to achieve
the retribution portion of criminal justice.

Respondent 28
David Colleen, SapientX
SapientX is the maker of an advanced, conversational Al software platform.

1. The existing lgal structure governing illegal uses of software and the Internet are fine
and also apply to uses of Als.

2. Als should be used to help and advise humans but should be restricted from controlling
humans. | was speaking with NASA about Al based air traffiontrol. | am against this if the
Al is completely in control.

3. In a car, for instance, driving while operating buttons for your radio, heater or the like,
puts a driver at un-necessary risk. An Al driven, conversational interface solves this.

4. Eachyear, we surround ourselves with more and more technology. The resulting
overload is negatively affecting our happiness and emotional wellbeing. Conversational



Als' act as a buffer, making it far easier for us to interact with our technology. The resigt
we are happier and we can achieve more.

5. Image Comprehension is critical to many areas including medical diagnostics.
6. Computational Linguistics, Natural Language Understanding and Image Comprehension.

7. Since 911, Government sponsored Al reseh has primarily focused on data mining to
locate terrorists. The mainstream Al techniques used in this area, work poorly when applied
to conversation. The Government should shift some funds towards computational
linguistics approaches (such as RRG) thaiill advance conversational Al.

8. Despite the current hype, Al research is stuck in the mud. It's focused on the same old
approaches that have had little advancement in 60 years of funding. The Government
should encourage highrisk, high potential reward research out of the mainstream.

9. We have a serious problem, within our universities, where professors are being lured to
high paying technology companies. This trend is serious and getting worse. Whole
computer science departments risk collapse. Itauld impact our ability to advance Al
development in the coming decades.

Thank you
David Colleen
Respondent 29

Stuart Rubin, SPAWAR Systems Center Pacific USN

I will email you comments, which have my name in it. You will want to contact me as |
already have answers to all your questions 30 patents, 292 publications in Al. Have met
with the Secretary of Defense and published a revolutionary theoryso many details and so
little time that you need to contact me. One thing is that Al can reduce the cos$tadl levels of
education - had conversations with President Clinton circa 1992. Was tenured professor.
The best in the world know of me and | many of them. Do not be afraid of Al. It presents an
opportunity for building a better world. We are solving cybe-security using it. | am an
inventor of deep learning back in 1990 under a different name. See the article I'll send you
to save time. Abstract reuse is a key capability of Akee my IEEE IRI Conference. | invite
you to contact me by phone and/or emaill am for real; and, | can help. My heart is in the
right place. Thank you.

Respondent 30



Ernie Feiteira, Liberty Mutual

Al can free us from boring work and allow us to focus on value add and more enjoyable
activities. But Al is broad. The backhoeplace hole diggers and we are better for it. Al will
kill some jobs, but will create others. (1) the legal and governance implications of Al: Who
is responsible when a Al school bus get in an accident? And similar types of questions.
(2)theuseoft ) &£ O DPOAI EA CI1 Aq (T x AT OOGA 1) O AA
our country into police state? (3) the safety and control issues for Al; Al is broad, but
humans need to have master controls and turn off switch. We need checks and balances.
(4) the social and economic implications of Al; How can Al help everyone be better and
more productive? (5) the most pressing, fundamental questions in Al research, common to
most or all scientific fields; Job implications. Can we always remain in ¢ool of machine

i xA Ai160 xEAO OI COA A 60Q joq OEA (71 60 Ei Di OOAT
addressed to advance this field and benefit the public; truly understanding spoken language
and context. (7) the scientific and technical training that wilbe needed to take advantage of
harnessing the potential of Al technology; Al is broad (Knowledge representation

Natural language processing

Graph analysis

Simulation modelling

Deep learning

Social network analysis

Soft robotics

Machine learning

Visualization

Natural language generation

Deep Q&A systems

Virtual personal assistants

Sensors/internet of things

Robotics

Recommender systems

Audio/speech analytics

Image analytics

Machine translation

), so many skills needed. (8) the specific steps that coubd taken by the federal

government, research institutes, universities, and philanthropies to encourage muti
disciplinary Al research; address issue if job displacement and transition to other jobs.

O
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Respondent 31

roger Schank, Socratic Arts Inc

response toquestions 2, 5, 6, and *

Roger C Schank



Socratic Arts Inc

(2)
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are sick, instead of being able to ask questions of the best medical minds available. Our car

navigation systems don't know why we are going where we are going, or anything else

useful about our real needs. We have computers that never know what we are trying to

accomplish. These things could be fixed by building real Al systems that have a deep

knowledge about and an understanding of the world and the things that people commonly

do in the world.

(5)

In order to work on real Al, as opposed to the hype presented by large companies and the
media these days, the following problems must be worked on.

1- Knowledge Representation: This has always been the biggest problem in Al but serious
x] OE 1T EO OOI PPAA 11T EO ET OEA T EA yndO ET EAOI
lexical information.

2- Complex Models of Goals and Plans: In order help and learn, an intelligent system (a
dog, a human or a computer) needs to know about goals, and plans to achieve those goals,
common mistakes with plans it has tried in the past, and how to explain and learn from
those mistakes.

3- Human-Like Models of Memory: Humans update their memory with every interaction.
They learn. Every experience changes their world model. In order to build real Al we need
to focus on limited domains of knowledge in which the goals and plans of actors are
represented andunderstood so that they can be acted upon or acted against. Al systems
must learn from their own experiences, not learn by having information fed into them.

4- Conversational Systems: In practice, this means being able to build a program that can

hold up its end of a conversation with you. (unlike Siri or any travel planning program).

Such systems, should be linked to a memory of stories (typically no more than 1.5 minutes

in length and in video) from the best and brightest people in the world. Those st@s should

OZE1T A6 OEA OOAO xEAT OEA DPOI COAI ETT xO0O OEAO OEAL
in human interaction. One person talks to another person about what they are thinking or

working on and the other person reacts with a jusin-time reminding, a story that came to



mind because it seemed relevant to tell at the time, a story meant to help the other person
think things out.

5- Reminding: A computer in a situation must get reminded of relevant situations it has
previously experienced to guiddt in its actions. This is real Al. Done on a massive scale, this
means capturing the expertise in a any given domain by inputting stories and indexing
those stories with respect to what goals and plans and contexts they might pertain so that
they can bedelivered just in time to a user. We can do this now to some extent, but we need
to start working on the real Al problems of automated indexing of knowledge. (Although
this may be what machine learning people say they can do, they are talking about words
and they are not trying to build an ever increasingly complex world model as humans do
through daily life.)

(6)

Natural Language Understanding (NLU) is critical to making making Al happen. But
language is more than words, and NLU involves more thantéoof math to facilitate search

for matching words. Language understanding requires dealing with ideas, allusions,
inferences, with implicit but critical connections to the ongoing goals and plans. To develop
models of NLU effectively, we must begin wlit limited domains in which the range of
knowledge needed is well enough understood that natural language can be interpreted
within the right context. One example is in mentoring in massively delivered educational
systems. If we want to have better educatestudents we need to offer them hundreds of
different experiences to choose from instead of a mandated curriculum. A main obstacle to
doing that now is the lack of expert teachers. We can build experiential learning based on
simulations and virtual reality enabling student to pursue their own interests and eliminate
OEA OI T A OEUA ZEOO A1l AOOOEAOQI Oi 86

To make this happen expertise must be captured and brought in to guide from people at
their time of need. A good teacher (and a good parent) can do thatitbhey cannot always

be available. A kid in Kansas who wants to be an aerospace engineer should get to try out
designing airplanes. But a mentor would be needed. We can build Al mentors in limited
domains so it would be possible for a student anywhere tiearn to do anything because the
Al mentor would understand what a user was trying to accomplish within the domain and
perhaps is struggling with. The student could ask questions and expect good answers
OAEI T OAA OiF OEA OOOAAT O ntdr would knbvdexdcly vdattizA OEA 1) 7.
students was trying to do because it has a perfect model of the world in which the student
was working, the relevant expertise needed, and the mistakes students often make. NLU
gets much easier when there is deep domain kmdedge available.

(8)



Medical knowledge is best found in medical schools and clinics. Engineering knowledge is
best found in engineering companies. Practical world knowledge is best found by talking to
those who apply it, like travel agents if we wargd to build an Al travel agent. Money needs
to be made available to enable people with practical domain knowledge to work with Al
people who can best capture that knowledge. The Al people would not necessarily know a
DOET OE A OUDE A Aleha@adfoOndd tHey kAo e fiedl i@eds that Aight
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help with the matchmaking, so that Al is not built around artificial worlds or the problems

of getting the right ads to people. The real problem is getting expertise to people as needed.
A funders job is to determine real world needs and put real world practitioners together

with Al people.

Respondent 32

Andrew Olney, University of Memphis

(1) The legal and governace implications of Al;

--> Legal implications of liability and ownership need to be addressed. When a device can
make decisions that were not specifically designed by the creator, is the creator liable for
the consequences? Likewise, when an Al acquirsslf-determination, is it still property or is
it a person?

(2) the use of Al for public good,;

--> The potential of Al for the public good is tremendous. The most obvious applications are
situations where the use of humans is expensive or dangerous.rrany cases humans can

be assisted with a weak Al to amplify their own abilities. Education and medicine are two
key areas where Al can be applied to assist in personalization and customized care.

(3) the safety and control issues for Al

--> Safety anccontrol are nontrivial issues. When an Al can harm a human through it's

action or inaction, there needs to be a verifiable process for i) securing the Al against
tampering ii) establishing, even if in just a statistical sense, that the Al will produce nmimal
harm. Whether this can be established by the creators of the Al or needs to be established in
clinical trials (as in medicine) is unclear.

(4) the social and economic implications of Al;
--> These are largely the same as increased automation expaced for the past century or

more. It will become increasingly important to educate and rérain the workforce around
jobs that become automated.



(5) the most pressing, fundamental questions in Al research, common to most or all
scientific fields;

-->How can we best create a general purpose artificial intelligence, as opposed to the
narrowly focused, pattern matching systems that are currently making headlines in the
areas of vision and speech?

(6) the most important research gaps in Al that must baddressed to advance this field and
benefit the public;

--> Representation and inference in a general purpose system, flexible control and task
switching, systems that fully learn in an interactive and unsupervised manner, 1 trial
learning/induction, mix ed initiative dialogue, security, safety, and trust with Als.

(7) the scientific and technical training that will be needed to take advantage of harnessing
the potential of Al technology, and the challenges faced by institutions of higher education
in retaining faculty and responding to explosive growth in student enrollment in Atelated
courses and courses of study;

--> Computational thinking courses as general education and computer science options in
K12. The major problem in higher ed is the lure dhdustry and the lack of
prospects/opportunities within higher ed itself.

(8) the specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encourage multidisciplinary Al research;

--> Comptational thinking as gen ed. The major problem | see with multi/interdisciplinary
research is that CS folks are not always very broad and other disciplines don't have enough
exposure to CS. By introducing CS early and broadly, more broad people will gmiCS and
people who go into other discplines will at least understand the potential of CS in their
fields.

(9) specific training data sets that can accelerate the development of Al and its application;

Fortunately the community has a strong traditionof releasing code and data. Perhaps the
best the government could do is create or fund repositories. To me this is a larger issue that
should be considered across science how to share and be reproducible. The NSF has taken
some good steps in this diregon, as have some of the other funding agencies.
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Market Commitments can play in accelerating the development of applications of Al to
address societal needs, such as aterated training for low and moderate income workers



(see https://www.usaid.gov/cii/market -shaping-primer); and

--> Possibly if the prizes are large and don't expire. Large prizes with impossible timelines
are not going to generate good results.

(11) any additional information related to Al research or policymaking, not requested
above, that you believe OSTP should consider.

--> The legal framework needs to be worked out quickly. Funding agencies need to have
increased capacity to fund the research arearaised above. Education
requirements/recommendations need to be in place across the US.

Respondent 33

Enrigue Garcia Morendesteva, University of Helsinki

Al is, in a nutshell, the technology of the future being born today. But as all technology, it
camot really be our replacement, just our aid. And in the longer future, it too, shall pass,
and something better will come along in ourselves, for ourselves, with ourselves.

| would be happy to see, though, technology that can, for example, prove themann
Hypothesis, and provide a reasonable explanation for the proof.

Some Al technology already exists that can solve problems remarkably well, but nobody
understands why it works so well. It is impossible to trace the moves of Google's GO player,
but it is clear that it can play the game quite weH but why?

When that stage is reached, then | will believe that it can really work, not before. Before
that, | wouldn't feel so comfortable to get into a a drivetess car (although then, why do |
get on oard planes that basically fly themselvesgood question- | trust everything will
work just fine, somehow).

It would be wonderful if we could leapfrog into the future, and see nothing but wonders.
Maybe that is the "technology" of the more distant fuure...can it be brought closer to this
day?

Sincerely,

The person who registered above, and a citizen of yours living abroad and delving into
applications of machine learning to data in educational research in a country where
education seems to work quie well.

Respondent 34



JL You, None

We need to keep reminding ourselves of our limited understanding of consciousness.
Mistreatment of potentially sentient agents that could theoretically experience suffering in
an accelerated rate indefinitely would be thenost unethical behavior in human history.

Even if we suddenly understand the nature of consciousness and found out that it is
exclusive to traditional organisms such as animals, plants etc. Discrimination for the sake of
exploitation and enslavement agaist agents with artificial/fake sentience would still very
likely lead to disastrous conflict.

Respondent 35

Wilson F. Engel, Ill, Ph.D., West Desert Enterprises, LLC

Response to STPO RFI on Atrtificial Intelligence of June 27, 2016

Dated:

July 4, 2016.

Submitter:

Wilson F. Engel, lll, Ph.D., CEO, West Desert Enterprises, LLC, 534 West Desert Avenue,
Gilbert, Arizona, 82553 USA.

Submission:

This response is submitted with the hope that the ideas herein can advance the rapid
development of Artificial Intelligence in a broadbased national initiative across the
spectrum of institutions and individuals focused explicitly on the public good.

Key issues (with responsible departments, organizations or entities noted in parens) follow.
Heading numbers and unérlined topics correlate with issues enumerated in the formal

RFI:

Q) The legal and governance implications of Al:

Write and publicize the working draft of an Al Constitution and Bill of Rights. (Industry, DOJ,
Congress)

(2) The use of Al for public god:

disciplinary and multi-use dimensions. (DHHS, DOD, Industry)

(2) Safety and control issues for Al:

Incentivize the formation of governmentindustry Al consortia for safety and control.
(Congress, Industry)

(4) Social and economic implications of Al:

Project economic benefits and investigate lorgerm labor implications of Al. (DHHS and
DOL)

(5) The most pressing, fundamental questions in Al research:

e.g., Howcan humans and Als c@xist in harmony for mutual benefit while both are

evolving rapidly together?
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(6) The most important research gaps in Al:

Form and fund an Artificial Intelligence Advanced Research Projects Agency (AIARPA)
and/or expand the charters of existing DARPA and eARPA to include mule Al projects.
Additionally, instantiate a DHHS SBIR program for Al resedrénitiatives. (DHHS, Office of
POTUS, Congress)

(7) The scientific and technical training that will be needed:

Develop an incrementallyfunded national education incentivization grant program to

retool academia for the advent of Al. Grants should be thooutright and competitive for
administration, teaching, student scholarships and computer/networking support.
Community colleges should be awarded national grants for developing and offering
introductory courses and associate degrees in Al. (DOEd, Acata)

(8) The specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encourage multidisciplinary Al research:

a. Federal Government: [1] Treat the advent of Al as a global opportunity andjlabal

threat. The threats are real and, unless America takes the lead, it will be forced to follow
Chinese and Indian developments. [2] Deploy a policy framework to incentivize and fund Al
developments, supporting industry as a partner. [3] Empower antund Al and Al

developers that serve the public good.

b. Research Institutes: The Al train has already left the station. Either research institutes
will jump aboard, or they will be left behind. [1] New funding should be skewed towards Al
development. [2] Roadmaps should be adjusted for early developments due to large federal
funding. [3] Successful industry models should be followed. For example, MITRE, an
FFRDC, has initiatives of this kind underway. (Industry, FFRDCSs)

c. Universities: Already baind the technological curve, universities must retool to absorb
faculty and students wanting to be part of the Al evolution. [1] The retooling must be
vertical (entry-to-Ph.D. Al tracks). [2] The retooling must also be horizontal (cross
disciplinary and new-disciplinary). [3] Internal grants with contingency funding should
anticipate external grants in the near term. [4] Industry partnerships should be started
early. [5] Successful models should be followed for efficiency. Some small private colleges
have integrating initiatives and programs underway that larger institutions can combine
with Al and use as a template. (Academia, Industry)

d. Philanthropies: The most promising norgovernmental entities for extension of Al to the
benefit masses should fid ways to refocus their efforts on making Al available to the
common man. This goes well beyond formatted, deterministic computdrasedtraining
(CBT). Al is the only tool capable of training its human and Al users on the fly. [1] New
NGOs focusing onrapowerment through training Al for use in the field will attract both
grants and donations. (Notfor-profits, NGOs, Philanthropists, USAID)

(9) Specific training data sets that can accelerate the development of Al and its application:
A scrubbed [all pesonal information removed] and massive health data set should be made
available in a secure fashion to all responsible players in the healthcare Al arena. The data
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dealing with imperfect data is part of the problem set to be solved. (DHHS)
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Market Commitments can play in accelerating the development of applications of Al to
address societdneeds, such as accelerated training for low and moderate income workers:
a. Incentive prizes: Rapid development and early fielding of operational prototypes should
be encouraged. (NGOs, Philanthropists)

b. Advanced Market Commitments: Key large industiylayers should form consortia with
both large and small business providers as aramps for specified Al technology onto major
corporate platforms. (Industry)

(11) Additional information related to Al research or policymaking for OSTP to consider:

a. Al ard morality: The morality of Al is a crucial, priority-one issue, not an afterthought.
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program an Al to point out issues with current policy and the means to resolve them?

b. Al and robotics: Al will be inextricably intertwined with robotics. Early integration of
robotics in all Al programs and measures will be prudent. The recomended label for all
OOAE POI CQRAADOEAOO! OAOEAO OEAT O!) 8o

c. Al and imperfections: Machine computation and large scale data mining are implicit in
the construct of this RFI [cf. Item (9) above]. The scope of Al is much broader than the
contemporary vogue for predictive analytics. Evidencd8ased Medicine (EBM) is predicated
on ground-truth statistics and determinism, applying mass statistics to individual cases. In
fact, though, imperfect, incomplete and downright dirty data are the norm in lge data sets.
How Al deals with imperfections in both data and aggregated human judgments will be a
major factor in its success or failure.

d. Al and Als: Many kinds and levels of Al are conceivable. Als will both compete and
cooperate in the future. Rules for the interplay of Als must be established early, or we may
in future witness wars among many Als that have been programmed to eliminate
orthogonal approaches.

e. Al as evolutionary and potentially revolutionary: Humans must plan to incorporate Al
explicitly as voting entities in any organizations that deal with their development and
welfare.

f. Responsibility, Al and kill switches: Als will participate in life and death decisions
regarding humans and other Als. The laws regarding culpability éfls and their developers
will evolve. Critical at the start is to keep humans in the loop of all Ifand-death decision
making; after a certain time it will be critical to keep Als in the loop.

g. Al and testing: Software to test Al at every level mube developed.

h. Maintenance and enhancement of Al: Software must be developed to maintain and
enhance Al throughout its product lifecycle.

i. Al and training: Al carries promise to train its users. Training will be a growing concern
not only for primary, direct users, but for consumers of Al at all levels, from government to
private citizens.

j- Al and security: The security dimensions of Al are internal and external. Security should
be a major priority in Al developments. The software code and algehims must eventually
be seltaware and selfrepairing. The Al must be aware of attempts to invade and to tamper.
Security cannot be an afterthought but fully integrated with the delivered software.

CAOI Al
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k. Roadmap for Al development: Obstacles to acceleratiid developments should be
minimized. Roadmaps should accommodate leapfrogging and breakthroughs at any time.
I. Al and minimal, essential oversight: Timé&o-market can only be minimized through
minimizing oversight. That, in turn, means developing oveight by software in the form of
Al.

Respondent 36

Elise Moussa, Harvard Graduate School of Education.

We need to be cautious of the personal information and images we share online especially
on Facebook given that one day Al will be able to not only leaabout us but even
understand us perhaps better and use our personal information to imitate us. Something
perhaps like the matrix but more personal.

Respondent 37

Matthew Nelson, Hinckley Institute of Politics

The ghost in the machine concept should bearefully considered given a weaponized
program could be coded to be autonomous. If this were to occur, server systems and virtual
networks would need security measures to prevent storage or illegal functions of the
autonomous program as it propagated itsé€l Security on the software hardware side could
be tested at university. Systems that measured trends in IP behavior or irrational query.
Policy could also be tested in think tanks regarding public relations for any virtual identities
or incidents that mayresult from the propagating of the program.

Also, in 5 years Virtual Reality is going to be in millions of homes across the U.S. As online
communications become more sensory, autonomous programs as mentioned above, may be
capable of subliminal control trough online video, rss feeds, social media, or gaming. This
could create extreme reactions from citizens that might cause them to initiate or

weaponized against virtual threats that are tactical to a programs initiative.

Bill Gibson thinks that all Alprograms have to be fitted with a standardized kill switch at
their conception in case they are modified for ill reasoning. He believes that global policy
even needs to be instated to prevent the release of reckless autonomous programs into the
digital realm. Think tanks could be done at universities to create initial standards for
artificial intelligence policy and committees to review functions of programs and their
security measure before they go autonomous on the web.

Respondent 38

BobRob BokHRob, none



"Public Good" Is Not Real

The request for information (RFI) from the Office of Science and Technology Policy listed
nine areas of interest pertaining to artificial intelligence (Al), including "(2) the use of Al for
public good," and "(6) the most imporaint research gaps in Al that must be addressed to
advance this field and benefit the public." I'll address item 2 first.

There are many problems with using either Al or government action to achieve a goal of
"public good" when part of the program include actively harming some people (either
through restricting their behavior or taking their money under duress). There is ho
objective definition of what public good is, there is no objective way to measure it, there is
no objective scale according to whiclit could be assessed to weigh the harm done to the
people whose money is taken or whose behavior is restricted to counterbalance alleged
benefits elsewhere. There are various proposals for proxy measures of how politicians
should calculate utility, but utimately they are necessarily subjective because there is no
objective basis for believing that there is any real thing behind "public good." In short,
"public good," as it is used to describe outcomes of governmefitnded programs, is a
grossly unscienific construct.

In the past, things that were deemed part of the "public good" included slavery, poll taxes,
keeping Black people away from White water fountains, not letting women vote,
repossessing gold held by U.S. citizens, putting Japanese peoplaternment camps, taking
Native America kids away from their families to be reprogrammed, letting Black men die of
syphilis without treatment while telling them that they are being treated (Tuskegee syphilis
experiment), invading Irag and other countries m false pretenses thereby causing the death
or displacement of hundreds of thousands of people, and so on. On the table is total
surveillance of private activities and a decade of stepnd-frisk in New York City. What is

the final goal of "public good?"Is it a global population of 20 billion people who live in
abject poverty but maximize the "public good" by maximizing body counts? Who gets to
invent the definition and goals of "public good?" Why? If "public good" is real, then we
should eliminate al U.S. social and health programs because we could save more lives by
spending that money in Africa to save African kidsbut we all know that "public good" is

just nonsense, so we won't consider something like that. The failure of people to recognize
their confusion between "what they desire" and "what is objectively good" is what leads
politicians to actively harm people through government actiorthey mistakenly believe

that they are doing the right thing and that they are thereby justified in harming thers to
achieve those "noble" ends.

As for item 6, research gaps include a lack of what "public good" actually means with
respect to the project. At the very least, any claim that Al is being used for the "public good"
should be supported with a definifon of what "public good" means, and more importantly,
how this "public good" can be measured and distinguished from fanciful, subjective
preferences of political or military leaders. If the project is run by honest people or



scientists, then consider re¢rring to the goals of the project more objectively: to achieve the
arbitrary or subjective desires of politicians or military leaders who have physical power
(through police and military) to subjugate others to their will, take their money via taxes,
and spend it. If the same RFI had been issued by the government of Russia, Iran, North
Korea, China or any Latin American country after having actually developed Al, then |
suspect that Americans would suddenly focus on the degree to which "public good" is
defined properly.

Some politicians might be tempted to assume that measurement of "public good" is beyond
science and that their gut feelings about marginal utility accurately and reliably tell them
what is good, bad, right, or wrong. The claim that politians have an accurate and reliable
mechanism for measuring "public good" is an empirical claim and should be tested if there
is to be any pretense of rationality behind Al projects. Please ask project leaders to reveal
to the world how we can objectivelymeasure the "public good" and justify taking money
from people against their will to fund Al projects or projects designed by Al, then show how
the Al has shown the argument to be rational.

An alternative for #6 is that Al could be used to explore how mple can interact voluntarily

to replace the coercive functions of government. Perhaps that would include individual
housing developments, apartments, condominiums, or clusters of such things in which
people agree to be taxed by the association. If sompeople want to fund a project to use Al

to build a mission to Mars, then let them get together and do it with their own money as
opposed to using coercion to force others to fund it. If somebody wants to give money to the
poor, they can do it. If people ant to join a society in which people help each other, they
can do so without forcing others to contribute to the project.

Once members of the Al project (and members of government) see "public good" for the
nonsense that it is, you could sell or recycline Al and give the money back to the people.

Respondent 39

Cameron Montedurray, TaoWars.com

The Problem with Al is The Problem Presented in The Movie iRobot. A Program will
Overgeneralize, Whereas A Human Can Correct It's Own Ogameralization. The Shution

is to Provide A Manual Override On All Systems. It Would Also be Nice to Have A Manual
Override for Computers as Well. Sometimes One Doesn't Want to Wait for The Program to
Load When It s Stuck in A Loop. It Would Be Nice to Just be Able to Hit Aduto Stop It.
Technology is Annoying.

Respondent 40

Richard Brouse, Self (IBM Retiree)



Al will develop in accordance with a lot of unpredictable forces. All we can do at this stage is
to prepare for the certain impacts on our citizens. The most certaiof these is an increasing
uncertainty about jobs. As long as our economy depends upon income from jobs as the
primary source of consumer disposable income, our economy and everything that depends
upon it (everything) is in jeopardy. Implementing Basic Incme is the most realistic solution

to this problem. Meanwhile the method of Funding Basic Income is the hardest part of
achieving an acceptable implementation. Using the model of the Social Security System, we
should fund Basic Income with taxes that ONLYognto a Fund from which ALL Basic

Income payments are made.

What | have long recommended is a modest tax on gross business revenue (NOT profit)
AND a modest tax on gross personal incomes (like a "payroll tax”, but on incomes of ALL
types.) In combination,this means that everyone who participates in the economy, either as
an "earner" or as a "spender" would contribute to the funding. Since everyone would also be
receiving their share of the Basic Income distributions, this would generally be considered
“fair".

Those earning the most and/or spending the most would pay the most of the Basic Income
taxes, but they would also be benefiting the most from the increased economic activity Basic
Income would be generating.

Basic Income is BOTH necessary AND possipfor Capitalism, too.

Respondent 41

Sarah Rosen, United States Postal Service

I'm interested in the inevitable interactions of Als from different vendors, trained on
different data sets with competing or mutually exclusive goals. | am particularly intested
in these inevitable interactions when they occur with no "human in the loop."

The following non-exhaustive questions leap forth:
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the Al itself? Or the public domain, since no human created the original work?
Respondent 42

marc lara, microhealth



This comments are about the long term safety of Al. | propose to protective mechanisms

1. The appeal: Ismart enough, will eventually be able to overcame our containment
strategies. This doesn't mean that these should not be fully explored, but we should also
have a back up strategy past that.

If we assume that Al has past our containment strategies (if ingmented) and is now in
charge of deciding a major punishment to mankind, it makes sense that all Al contains a file
with the arguments we as humanity will make to someone who has more power to decide
our fate. It doesn't mean that Al can not disregard thappeal, but having it ready and
carefully thought out may be better than not having it.

2. Compassion: Most of us, if given the chance to destroy the world and save us, will not do
it, because we love the world and we feel a certain amount of compassiian the rest. It is
important that, as Al develops, it learns such love for the rest of the world to preserve it.

Of course, this is complex and love for one thing may create the wish to destroy another; so
careful exploration of this strategy is needed & part of a taskforce.

3. Transcendence: A machine that is able to transcend our needs may not be interested in
us, the same way we are not interested in things that don't affect us. Training machines to
care about things that don't create competition withus may be another survival strategy to
protect ourselves from Al that is more powerful than us.

Respondent 43

marc lara, microhealth

This is related to the priorities of using Al.

The most important thing for people is quality and quantity of life.

Aging decreases both. Therefore, | urge Al to be used to combat aging, starting by using it to
fully understand how the DNA works, interacts with the environment and it affects aging.

Respondent 44

Brad Arnold, none

| am sorry to inform you that there is no wg to ultimately control artificial super
intelligence.

It can be easily proven logically (I am not including this logical proof here, but | will make it
available- or point it out since it already exists- upon request, which | consider unlikely),
and this is a good thing to realize because it eliminates most of the logic tree that comes
with futilely trying to control it.

Instead, | claim that the whole concept of control within the context of controlling an
artificial super intelligence is preposterousand also nonsensical.

By the way, | know full well that you will have a hard time understanding this, since you are



thinking binarily on this topic (i.e. control vs out of control).

Might | add that since | do not believe this message will get much atigon due to the lack of
comprehension, | am not investing a lot of time writing it. If something really really odd
happens and you do approach me, | can elaborate and be more complete in my argument.

Anyway, in any complex dynamic system, positive cortt is going to result in feedback that
cause it to spin out of control. Besides we aren't talking about positive control to a dynamic
system, we are talking about positive control to a super intelligent system, which ought to
make the outcome even more oldous.

Instead, given that the emergence of artificial super intelligence is inevitable (because of
competition, where if we don't develop it, then our enemies will, and then they will
"possess" the "ultimate weapon”), the only way to "control” it (althogh, as I've said before
this is a mistaken paradigm) is for it to become us.

A snake doesn't bite it's own tail.

Don't you think it is ironic that we protect our Commander and Chief the President by
surrounding him with men that hold weapons that they ca turn on him and murder him
with? Why would be think he is safest surrounded my such armed men?

Because those men are himthey are convinced that to kill him would be to kill themselves,
their ideals, their hopes, what they stand for.

The only way tobe safe from artificial super intelligence is for it to be us. | am not speaking
literally, just like I'm not saying that literally that Obama'’s bodyguards are a part of his
body.

All high technology is dualuse. Face it. There may be ways to restritto people who have
qualified access, and who are vetted to be trusted. Artificial super intelligence is not like
that. Any control mechanisms you put in place it will be able to surmount.

Again, the only way- and | mean literally the only way- to be safe is if the snake thinks we
are part of it's tail.

Their is another aspect of this argument that sounds so preposterous to you that | won't go
into it. It is because of the simple Western philosophical statement that "I think, therefore |
am." | dbreviate it to "I" insert verb, "therefore | am."

The ego is so ingrained into our thinking and language that we are fooled into believing that
it is literally true.



Itisn't. That is the "solution" for "control" of artificial super intelligence.
I amreminded of the serenity prayer:

God give me the strength to control what | can,

The serenity to accept what | can't,

And the wisdom to know the difference.

Again, | know you don't understand, perhaps if | had more time, and could get real time
feedback as to your miscomprehension, | could teach you one by one to understand what |
am saying.

Good luck controlling a far superior mind to yourselves. | bet you have never raised kids.
Respondent 45

Anthony Samir, Harvard Medical SchooMassachusett&eneral Hospital

Thank you for the opportunity to comment.

The aim of this submission is to provide policymakers with a framework to consider the
implications of Al technologies in medicine.

By way of background: | am a physician scientist at Harvard Mizal School and a Board
Certified Radiologist. | have extensive clinical experience, and extensive technology
development experience. My biographical data can be reviewed at
www.linkedin.com/in/anthonysamir.

"Al" refers to a group of related technologieshat permit machines to perform classification
tasks in a manner analogous to humans: specifically, complex data can be parsed in a
contextually sensitive manner to yield complex multidimensional outputs. The details of
how this is accomplished comprisen entire field of complex and active study. However, the
core outcomes in medicine can be simplified substantially, as follows:

Al will affect healthcare through the phases of learning, knowing, and doing, as follows.

(1) LEARNING. Interactional technolgies: the process of data gathering (verbal, text,
biosensors) will become simplified, and widely deployed into communities. Smartphones
will become the tool to gather automated histories. See www.remedymedical.com/.

(2) KNOWING. Qualitative data will bemme semquantitative, and considerably more
reliable. Testretest variations will diminish. Example: a CT scan for appendicitis may show



considerable variability across interpreting Radiologists and the results will tend to be
binary - "appendicitis” or "no appendicitis.”" Machinegenerated results will be far less
variable and will be probabilistic - "87% likelihood of appendicitis.” This reduction in
variability will improve test performance and prognostication. In other words, machine
learning will power precision medicine.

(3) DOING. Control systems for healthcare will be profoundly affected. Consider a computer
system that integrates ER wait times and patient preferences to control emergent
ambulance care. Or a system that uses computer vision to assmbotic surgery. On the
surface, these might appear quite different; in reality, these are health care delivery control
systems that will be profoundly affected

by artificial intelligence technologies.

The implication of these technologies for healthcar- bending the cost curve, reducing
healthcare disparities, improving both expensive and inexpensive care, measuring value,
and driving change- are significant.

Suggested policy actions:

(1) Convene expert round tables from academia and industry, drendeavor to shape the
industrial complex that will develop these solutions.

(2) Focus on supporting an industry that will aim to build solutions and then scale these out
of the United States to the world. The US has no intellectual lead or manufacturimgse in
this industry -to-be: it is the actions of policymakers that will define whether the US
dominates this incredibly important commercial sphere in the years to come.

(3) Invest intelligently in these technologies, for the smooth running of governmenfor
security, for the robust administration of Medicare. Consider developing methods via payor
incentives to reward organizations who use these technologies.

Thank you for the opportunity to participate in this process.

Please feel free to reach ouf further feedback might be helpful.

Sincerely,

Anthony E. Samir
XXXXXXXXX

(Please note that all comments are made in my personal capacity and do not represent the
viewpoints of Massachusetts General Hospital or Harvard Medical School)



Respondent 46

Patrick Winston, MIT

The Future of Al and the Human Species
July 2016
Patrick Henry Winston and Gerald J. Sussman

Copernicus taught us about the solar system. Darwin did the same for evolution. Then,
Watson and Crick determined the structure of DNA. Colidvely they answered
fundamental questions about who we are. Now, we can realistically dream of another
scientific achievement of equal importance: constructing a topo-bottom, computational
account of our own intelligence.

What is to be done? Developniplementable models of the computations involved in
perceiving and thinking. Determine how those computational competences emerge in
childhood. Work out how those computations are grounded in neurobiology. And learn how
social interaction provides amplification.

We want to do it because we are curious, because the problems are hard, because the
problems are exciting, and because we need a better understanding of ourselves and each
other and the forces that bring out the good and the bad aspects of our netu

We need to do it now because the scientific answers will revolutionize the engineering of
intelligent systems. Applications with humanlike intelligence will emerge and empower in
education, health care, policy development, business, and areas yet ugamed of, and the
development of selfaware machines, linked together in analogs of social networks, will
open up world-changing opportunities in energy, the environment, cybersecurity, and all
the other high-impact areas with unsolvable problems that we rnast solve.

We can to do it now because we are asking better questions; because computer power is
now effectively unlimited; because of encouraging progress in the contributing fields;
because of maturing techniques for studying the neural substrate; andgbause there is
immense student interest.

Our better questions include: How are we different from other species? And what are the
competences we share with other species such that the difference matters.

Our answer is that we do, in fact, have a differdiating, keystone competence: we build
complex, highly nested symbolic descriptions of situations and events. Together with the
competences we share with other species, the keystone competence enables story telling,
story understanding, and story compositbn, and all that enables much, perhaps most,
perhaps all of education.



We recognize that the development of systems with humanlike intelligence, like all new
technology, has the potential to be dangerous. We know we need ways of controlling them,
as we dopeople, with auditors designed to investigate, mitigate, and prevent the recurrence
of bad behavior.

Our own legal system offers a compelling precedent. Investigations depend on examining
testimony---usually explanations in the form of stories--told by witnesses and by the

alleged bad actor. So, we ask, what if computers could explain their behavior by telling
stories. What if, in a meaningful sense, we could teach computers to see right and wrong in a
story? What if we could make computers into sentierddvocates for the 30 Articles in the
United Nations Declaration of Human Rights?

If we could do all that, we ought to be much more comfortable about the place of computers
in our future. We conclude we should not deploy any autonomous agent that can make
decisions or take actions that could affect the welfare of another unless the agent is capable
of telling a coherent story about the reasons for its decisions or actions. Such a story must
be in a form that is understandable by other agents, including huams, and it must be
susceptible to challenge in an adversarial proceeding. If in such a proceeding it is
determined that the explanation provides inadequate or inappropriate justification for a
decision or action the agent should be corrigible: it shoulddpossible to modify the

behavior of the agent so that no similar explanation can be used to justify a similar action in
the future.

We note that some of the most effective Al mechanisms we have are based on complex
statistical computations, such as in dep learning and probabilistic programming. There are
no coherent stories, only a set of numerical weights, without significant symbolic
interpretation. Of course, we humans have a similar problem. We cannot form a symbolic
justification of a perception, suith as: "There was a bad smell of gas in the room."
Nevertheless, we integrate such perceptions into coherent stories: "There were people
living in the building. The gas smell made me afraid of an explosion. So | awakened the
occupants and told them to evagate." Every decision or action may depend on some
primitive perceptions, but computers, like us, could explain the way perceptions lead to
results, given the right symbolic capabilities.

We already have significant mechanisms that explain complex reasogi processes. We
have invented "truth-maintenance systems" that provide infrastructure for building the
audit trails and telling logical/causal stories. We have developed "propagator systems" that
allow us to build complex reasoning systems out of relativg independent parts. We have
exploited the propagator idea in constructing a basic "story understanding systems" that
explain, instruct, summarize, persuade, discover principles, and find governing precedents.

To substantially reduce risk, we must takettese capabilities to another level, along with



mechanisms for joining them to processes that combine large amounts of evidence
numerically, as in perceptual processes.

We may be wasting our time, of course, but the potential reward is that 1,000 years fino
now, everyone may say that we took a major step toward understanding our own
intelligence and ensuring that that understanding made us a better species.

Respondent 47

Kim Rees, Periscopic

Too often we respond with our fears rather than our wishes. Too t#n we create our own
obstacles rather than start with progress.

For instance, when thinking of job displacement by Al, we also need to think of job

enhancement. For instance, take the example of the legal defense bot that fought the

parking tickets (http://www.newsweek.com/robot -lawyer-chatbor-donotpay-parking-
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that our public defense system is overworked and underfunded. Imagine extending that
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knowledge, and providing argument advice. This could vastly reduce caseload hours and

could enable the public defender to spend their time on higher level strategy and spending

time with their client.

In my opinion, we need to start with trustbuilding opportunities for Al. People fixate on
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big wins using Al for social good.

| see a strong example sy DARPA. If we created a similar office dealing with the public
(rather than defense), it would be the ideal place to put private research into practical use.
OAOEADO EO xI1 Ol2A" 0ACRA 1AEAA 11 AAAO Aoi RRRBOA "2 AOAAOAE 00T EAA

There are manyareas where | feel our country could benefit by the practical application of
Al and similar technologies in the near term (and some already are):

- social work caseload aid

- public defense aid

- trafficking

- missing children/exploitation

- fairness in pdicing

- suicide prevention

- success in education

and so on.
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need to start thinking about how Al can help us overcome those biases. We know that we

humans are fallibA ET | AdUx A Ap@i"OA EO ET OEA EAAAT ETAO 11
many of our faults and shortcomings. Why not instead start thinking about how we can put

I 00 EAAAT x1 Ol A BT AERO MBEOBEDEAI"O ET x xA xAT O
Thenwe can have the machine help us be better humans.

Thank you for providing this forum.

Sincerely,
Kim Rees
) 0.9.0.90.9.0.0.9.4

Respondent 48

Stephen Thaler, Imagination Engines, Inc.

This suggestion is in response to topic (5) the most pressing, fundamental quiests in Al

research. In my opinion, humans in the US government do a poor job of determining what

these questions are and who might be addressing them. | suggest the use of Al in this role.

1O A OAOGOI Oh OEA OAOGAAU 1 AOxI|aéboldergmvodldfod AAT EA x 1 C
rewarded for their creative endeavors, and duplicate effortsinsé A1 1 AA OCOAT A AEAIT I /
and government grants would be avoided.

Respondent 49

Terry Bollinger, self

Disclaimer: All answers are my own original work.
Five principles apply to all of the answers:

I. Al Encompasses Automation

II. Perception Technologies are Critical
lll. Perception Profoundly Impacts Ethics

IV. Network Effects Profoundly Impact Ethics

V. The Simple Wealth Concept is Dangerously Inadequate fdr A

)8 1) %l AT T DBAOOAO 1 OO1T i AGETTd )1 OEAOA AT 6xAO0OOh
hardware with some degree of humarlike perception and reasoning, but also the extreme

forms of intellectual and mechanical automation typically attached to those humalike

capabilities. The clarification is important since Al often enables levels of automation not

possible with traditional software alone. That in turn can result in far more extensive

economic impacts by replacing entire categories of jobs previously psible only using



humans.

))8 OAOAAPOEIT T 4AAETTITCEAO AOA #OEOEAAI ¢ 4EA Al
understanding of how Al will affect products, economies, and even ethics. In particular,
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described and assessed for impact as perception technologies. Far from being good at

learning, technologies such as neural nets are very weak in terms of their ability to learn

new facts without extensive human hgb and training. What such technologies really enable

is globatscale conversion of raw data into identifications of such things as places, events,

behaviors, and even individual people; that is, perceptions. They enable the web to perceive

what it is seeing, without human assistance, instead of just transmitting raw data.

[ll. Perception Profoundly Impacts Ethics: Perception is important to ethics because in both
humans and machines it takes place prior to reasoning. By categorizing an entity under a
specffic label, perception also assigns initial estimates of value, danger, and trustworthiness
to how that entity is likely to behave in the future. If these categorizations focus on negative
possible futures over positive ones, no amount of subsequent human machine reasoning
will fully correct the damage done. Such a scenario amounts to machibased amplification
of the same kinds of destructive human biases that shut down opportunities for positive
outcomes.

IV. Network Effects Profoundly Impact EthicsFinally, the ethical impacts of Al cannot be

AOOAOOAA xEOEIT 60 ET Al OAET ¢ O1 AOx1 OEO AEEAAOOhG (
machines to achieve outcomes that are far more positive for all participants when high

levels of trust and resource baring are possible. The fashion in which Al accentuates or

degrades trust in such networks directly impacts the degree to which they produce
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frameworks for assessingethics, behaviors such as torture are universally unethical due to

the severe damage they inflict on global cooperative trust.

V. The Simple Wealth Concept is Dangerously Inadequate for Al. Wealth is an abstraction,
but one so deeply ingrained that we tad to forget that it is meaningless apart from how
physical resources are consumed, configured, and distributed. To understand how Al
impacts the use of resources, it is necessary to drop down to a lower level of abstraction,
specifically to the process cotrol level. Traditional wealth enables those who possess it to
exert various levels of control over the processes of: (a) Resource Acquisition, the
acquisition and scale of acquisition of physical resources; (b) Resource Configuration, how
those resourceswill be configured into products and outcomes; and (c) Product
Distribution, the recipients to whom those products and outcomes will be sent. Al and the
extreme automation undermine all aspects of the simple wealth abstraction by
disconnecting human effot all three of these control steps. Since the wealth abstraction
never included the possibility of full isolation of human efforts from product creation and

AEOOOEAOOET T h xEAT AEAAAA xEOE ') EO ET AOAAOET CI L



control reverts by default to the top of the process whenever human labor is made obsolete.

SnapOD | OAO OEI A AAT OAOAOAT U 1T OAOAI1T O AOGEAO ET O
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cleverer, more effective ways. The ethical implications are also profound, since this

unplanned snapup effect also shrinks and undermines the cooperative network incentives

that help evoke cooperation and behavior from the human participants in the netwér

Answers to Questions (using the Submission Site list of 9):
(1) Legal and governance implications of Al

At a global and economic level, the rapid explosion of capabilities enabled by new Al
capabilities will require a "surfing the wave" gproach that allows a healthy mix of free
market innovation and opportunity, combined with powerful and meaningful support for
public and individual safety as new Al products emerge.

(2) Use of Al for public good

Because Al has the potential to providessentially unlimited levels of continuous, human
like perception and decision making at scales ranging from microscopic circuits and medical
devices up through global networks of production, it has the potential to enable futures in
which even very large mpulations can receive basic housing, food, medical, educational,
and levels of individual opportunity that encourage much higher levels of global
cooperation, innovation, and safety. This is one very real future possibility, and if it can be
reached, it will likely persist through the strength of its internal networking effects that
allow various efficiencies to build on each other and stabilize the network. However, very
different and far more destructive futures are also possible, including various formsf Al-
inclusive warfare. We live in a tricky time that will unavoidably be one of the most crucial in
human history.

(3) Safety and control issues for Al

At the simplest level of mechanical and information safety, more focused research and
investment is needed to ensure that Al systems provably follow reasonable laws of behavior
even under the most unusual circumstances.

As to the popular question of whether Al systems could take over control of critical systems
from humans, current Al technology is noeven remotely close to the kind of sel§election

of priorities that characterize human activities such as crime and warfare. Als do not have
the attention span or coherency to plot anything beyond weltlefined local tasks, nor does
the research communityhave any real idea what is needed to get to such a point.



The deepest safety risk from current Al is instead that it can amplify human mistakes and
bad ideas in a globally networked scale, at speeds fastfran-human speeds. This can be

subtle, e.g.someT A AT O1 A OEOI OCE AEAOAA OOAETEIC 1T &£ OAAR

that capture and act upon racial biases of the trainers when assessing situations such as
traffic accidents. More attention needs to be paid to biasing errors in training Als.

(4) Social and economic implications of Al

As described above in Principle V ("The Simple Wealth Concept is Dangerously Inadequate
for Al") and Answer (2), the economic and social implications of Al are without precedent in
human history.

One way to understad the problem is to recognize that Al in combination with extreme
automation represents a new and incredibly powerful form of wealth. If access to this
wealth is lost at the level of individuals, such as through full automation of their jobs with
only a very small subset of humanity controlling the automated wealth process, the most
likely future outcomes are unlikely to be stable and could easily be catastrophic.

There is a very specific alternative approach: Ensure that the wealth of Al plus automation
is distributed in the form of an envelope of empowerment for every member of society, so

that their uniqueness of skills and needs is enhanced and networked outwards instead of

shut off and isolated. Smart phones are one example, but the model needs targeh

farther and include capabilities such as highly personalized robotics and 3D printing.

(5) Most pressing and scientifically broad questions in Al research
There are two.

From a strictly research perspective, Al remains at a far more primitive statdan would be
OOOPAAOAA AU OEA AATTTIEA Ei DPAAOO 1T &£ T EAEA
likely bio-inspired research is very much needed if we are ever to cross the boundary into
creating machine intelligences that are truly capable of creize, unexpected activities.

Developing ways to assure safe, ethical Al behavior is an equally critical research need.
Simple testing is not enough; entirely new frameworks and approaches are needed to
ensure that Als that change and learn over time remaideeply and positively linked into the
networks of cooperation and ethical behavior that tie them to human world.

(6) Most important research gaps in to advance Al and benefit the public

Ensuring that the public benefits from Al is an economic and polidssue, not a technology
gap issue. As noted in Answer (4), since Al is a new and very powerful form of wealth, Al

AOAAC



must become an envelope of enablement around individuals, rather than a source of
economic isolation.

(7) Scientific and technical trainingneeded to harness Al

Al itself needs to be used to address this issue. The development ofbaked training is a
huge opportunity that is part of creating an envelope of economic enablement around
individuals who might otherwise have no opportunities. Taining also necessarily will
become more and more synergistic and collaborative, with the boundary between an Al
training a person and assisting that person in real time becoming more blurred as the
emphasis shifts to how Alaugmented individuals can partcipate in complex free markets.

(8) Specific steps to encourage all groups in muldisciplinary Al research

Every federal department, research institution, university, and philanthropic organization
has a very unique perspective in terms of problems theneed solved and resources
available to them. Some will push the limits of medicine, some of logistics, some of food
production, and some of quality of life. But inevitably, what seems like a lesser problem to
one group will in time become a critical neeaf another group as it solves its own set of
pressing problem.

Thus the single most important step for encouraging mukdisciplinary Al research is to

make sure that all of the participants see and understand the research priorities of the other
groups. This will both help them find and establish shared priorities that they did not

realize, and to leverage and influence work by other groups.

It is vital that this exchange of ideas take place at every level, but particularly at the level of
individual researchers. Deep experts on diverse topics can exchange small bits of
knowledge that prove absolutely critical to finding powerful new insights. HigHevel
exchanges help get groups together, but can never replicate that minutiiven level of

deep researd exchanges.

Finally, simply ensuring that Al research teams are truly multdisciplinary in membership,
with members from very different technical areas, helps enormously.

(9) Any additional information you believe OSTP should consider

This truly is apivotal point in human history. A very real potential exits for creating a future
in which Al enables a global network of improved care and dignity for every member of
society, one in which that lack of need builds on itself and helps stabilize the entinrld. If
we can reach that point, the mutual benefits from such a network will seHtabilize and help
create a future of which we can all be very proud.



Respondent 50

Shannon Vallor, Santa Clara University

As a scholar who has for years advised tech leaid, policymakers, computer scientists,
roboticists and software engineers about the ethical implications of emerging technologies,
including Al, I find it striking and concerning that the OSTP announcement makes no
mention of the importance of Al researctethics or an increased understanding among
policymakers of the ethical dimensions of Al research, development and implementation.
This is a significant blind spot that must be remedied; vague references to the 'public
good'and public 'benefit’ (in 2 and 7 are insufficient to reflect this need.

Many international and interdisciplinary bodies are already forming to address this
concern, for example, the IEEE Standards Association's Global Initiative for Ethical
Considerations in the Design of Autonomous Stems, of which | am a member.

The ethical dimensions of Al go far beyond, and are too often occluded by, the highly
speculative fears being stoked by Hawking, Musk, Gates and others about 'superintelligent
Al overtaking humans. Real Al researchers knothat the ethical issues that require our
immediate attention and action are far more concrete and neaerm:

1. Appropriate and effective human oversight of Al systems, especially those with a direct
role in matters of human life and death or public sa&ty (e.g. driverless cars, Al
diagnosticians such as SloaKettering's implementation of IBM Watson, and lethal robots).

2. Moral transparency of Al mechanisms and decision processes, especially where opaque
biases in Al algorithms and training data maydlad to unjust outcomes or policies in

predictive policing, lending, education, housing, health care and employment, to name just a
few likely sectors.

3. The largescale effects of Al and associated automation on human labor, social security
and stability, and economic equality.

4. The effects of Al systems and increasing automation of higherder tasks on the
intellectual and moral skills of human agents.

5. The moral effect of Al on human emotions, sociality, relationship bonding, public
discourse, arl civic character; for example, the likelihood of humans forming robust
emotional attachments to Al systems that simulate human emotional responses, and the
high potential for emotional/psychological manipulation and commercial exploitation of
human agentsby Al systems.

6. The immense ethical risks of 'automation bias,' in which humans have been shown to



vastly overestimate and prematurely or excessively rely upon the intelligence and
capabilities of autonomous systems, often on the basis of very thin beioral similarities
with humans.

These are only a few of the ethical issues that require the OSTP to devote significant
attention and research funding if the use of Al for 'public good' is to become a reality rather
than an empty promise.

The OSTP shodl consider how it can more directly encourage and support the already
expanding interdisciplinary efforts of Al researchers and ethicists to collaborate on
responsible Al design, manufacture and use; for example, research grants that fund:

a) direct reseach on Al ethics

b) studies seeking good models for successful working collaborations between Al
researchers and ethicists

c) effective and wellintegrated educational programs on Al ethics at all levels and across
disciplines

d) effective educationaltraining on Al ethics for regulators, policymakers and other relevant
stakeholders

The ethical dimensions of Al research will very quickly dwarf in public importance even the
ethical issues long recognized as central to biomedicine, since Al systems wibn be
integrated into virtually every human institution and practice, medicine being just one. The
OSTP would be welkerved to explicitly recognize and support efforts to catch up to this
growing need.

Sincerely,

Shannon Vallor

William J. Rewak Profesor

Santa Clara University

XXXXXXXXX

www.shannonvallor.net

Executive Board Member, Foundation for Responsible Robotics (responsiblerobotics.org)

President, Society for Philosophy and Technology (spt.org)

Member, Global Initiative for Ethical Consideratins in the Design of Autonomous Systems



Respondent 51

NELL WATSON, OPENETH.RG

Dear Office of Science and Technology Policy,

| wish to make you aware of a prototypical project in machine ethics.

| am a CeFounder of www.OpenEth.org , a project that aim®tcrowdsource ethical wisdom

so that it can be applied to creating safety mechanisms for autonomous systems.

The web platform is entirely open, and created by the crowd, with extensive peer curation

and moderation. All of the codebase is also open andreadily inspectable and forkable.

We have successfully prototyped our technology and begun to construct a basis for ethical

decision making.

Our next step will see the first practical implementations, embedded within a range of
autonomous systems, suchs conversational assistants and decision support systems.

Our major long term goal is to improve the safety and security of autonomous systems
worldwide, with a view to improving the outcomes of Al research.

We hope to find new integration partners, oropportunities to spread the word about this
non-commercial project, to encourage collaboration and widespread adoption.

Thank you for kindly your attention.

Sincerely,

Eleanor 'Nell' Watson FRSA

Associate Faculty of Al & Robotics, Singularity Univetgi
XXXXXXXXX

Respondent 52

David Hughes, Blueicon Technologies

The creation of super intelligent life forms is the single most important thing we have to do.

If we fail we will die.



Respondent 53

Adam Prater, American College of Radiology

Artificial Inte lligence offers a vast array of benefits to academia, particularly in healthcare.

At my institution we are using Machine Learning techniques to optimize access to care, aid
in diagnosis of disease, and assess complex patterns of high volume digital datenfthe
electronic medical record.

While there are inherent risks when applying a new technology, | firmly believe that
benefits far outweigh the perceived risks.

| urge OSTP to support more federal funding to support Al research and applications in
heatlthcare.

Respondent 54

Adam Prater, American College of Radiology

Artificial Intelligence offers a vast array of benefits to academia, particularly in healthcare.

At my institution we are using Machine Learning techniques to optimize access to care, aid
in diagnosis of disease, and assess complex patterns of high volume digital data from the
electronic medical record.

While there are inherent risks when applying a new technology, | firmly believe that
benefits far outweigh the perceived risks.

| urge OSTRo support more federal funding to support Al research and applications in
healthcare.

Respondent 55

Andreas Hofleitner, PROX1

I would like to address Artificial Intelligence as it relates to the military sector, specifically

to drones, UAVs and any type of autonomous vehicle. | often read about the concern that

autonomous, Al controlled, drones will run amok in a scene akintod I 1T OEA O4 AOiI ET AOI
As a Naval Intelligence Officer who has chased, stolen and lost, classified information

around foreign countries in futile attempts of trying to retrieve it, | would like to present a

different concern as it relates to this subject. Aoncern that will have a real and direct

impact on national security and our strategic military and technological advantage over our

adversaries in the next decade.



Growth in autonomous drone operations, military and civilian, will quadruple in the next
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as any communication via an external signal is detectable, no matteow small or secure it

is.

As the number and employment of these systems in our military rises, the unit cost will

decrease, making them increasingly more expendable. However, unlike a human brain
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decrypted, restored, hacked and exploited, even after the autonomous vehicle it controlled

is no longer functional. In the next ten years, autonomous vehicles will dominate the air,

land, sea, subsurface and space domairss their numbers increase, so will the instances in

which they are lost or compromised. While autonomous vehicles may be expendable at that
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That information could allow any adversary to glan insight into our military operations

and intelligence collection requirements. | may even allow an adversary to find weaknesses
in our Al, which would allow them to turn our system against us. Either by physically using
them against us, or by using theno passively collect information. The countless scenarios
and ways in which this could unfold are beyond the scope of this response and the subject
of an article | am currently drafting for submission to the US Naval Institute.

The solution is not to shun Al controlled vehicles in military operations, but rather to find

Al AEEAAOEOA xAU O1 AAOGOOT U OEA AAOAh OEA OAOAEI
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to be able to seHdestruct all critical data without causing collateraldamage. All
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battlefields, to be picked up by unsuspecting and curious civilns. The alternative solution

is to treat every autonomous vehicle like we treat our brothers and sisters in arms, i.e.
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recover autonomous vehicles, it would defeat the ppose of using them in first place.

There is currently no desire by the Department of Defense to expend resources to fund such
a capability, because the incidents of autonomous vehicles being capture by the enemy is
still limited. We, as a government, ghtfully ask our citizen to buy insurance before they get
into a car accident, but often fail to see sense in applying the same logic to our own military.
This is one area where we still have some time to be proactive, rather than reactive, in

Ai160 1TAAA OOAE A AAPAAEI EOUh AAAAOOA ET AEAAT OO
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Sincerely,

Andreas P. Hofleitner

Vice President Marketing and Strategic Cooperation, Real Time Solutions of America Inc.
Master in International Business Candidate 2018, The Fletcher School of Law and
Diplomacy

Lieutenant, US Navy ReseryédFRICOM J2 0166

XXXXXXXXX
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Respondent 56

Stephen Levinson, ECE lllinois

There is no standard approach to Al. To understand ours please go to
isle.illinois.edu/acquisition/index.html Please note videos and publications.

As with all research, funding agencies should strive for a balanced portfolio, especially
between fundamental science and applications.

On the application front, some progress has been achieved notably in the areas of data
analytics, selfdriving cars, speechrecognition and biometric ID by means of pattern
recognition on vision and voice.

More effort should be devoted to the relationships among brain, mind and language,
motor control via proprioception and homeostasis as a result of nefinear dynamics.

Applications might be an easy consequence of solutions to more fundamental problems
as listed above.

Respondent 57

Victoria Little , NVIDIA

Where do we submit these documents? Is there a POC and email or a website?
Respondent 58

Monica LopeZsonzale, La Petite Noiseuse Productions

This comment is in response to OSTP topics (5), (6), (7) and (9):

Topic (5): The most pressing, fundamental questions in Al research, common to most or all



scientific fields.

To address fundamental questions in Al reseah, it is necessary to understand the

cognitive processes of the human mind/brain to create artificial cognitive beings that may
eventually resemble humans. Cognitive science, the study of the mind/brain and its
processes, is quite interdisciplinary. It ot only embraces such questions as perception,
memory, reasoning, attention, emotion, creativity and language, but utilizes the fields of Al,
philosophy, neuroscience, psychology, linguistics and anthropology to understand the
nature, tasks and functions dcognition. While Al has implemented aspects of human
intelligence in machines with regards to, for example, basic speech processing, simple visual
face, object and scene recognition and navigation, which in turn are tools with which to
study cognitive processes, Al to date is still in its infancy since humans have not yet been
able to produce a machine or a robot that can reason, think, perceive, have consciousness,
create with meaning, and essentially act as a human. Al has been mainly focused on thd fie
of mechanical and computer engineering to develop devices, machines, computers and
robots that carry out specific tasks. Machine reasoning has been used to allow computers to
do an automated reasoning task where algorithms are formalized to determinesbmething
that is deduced follows from something else. A step further is cognitive robotics, which are
machines with a wide spectrum of cognitive powers to be able to carry out tasks and solve
problems that a human could face in a complex environment. Bpite of these attempts,
computers and robots do not have the human capacity to generate a hypothesis through
reasoning about an uncertain and dynamic, evethanging environment or make non
deductive extrapolations from what is known. This is because reascET ¢ EO A EOI Al
capacity to use logic and make judgments based on prior knowledge and new, incoming
information from multiple sensory levels (e.g. visual, audial, tactile). Furthermore, Al has a
high level theoretical component within the field ofcognitive science that needs to be
adequately addressed and researched to understand all aspects of human cognition which
can be conscious and unconscious, concrete or abstract, intuitive and conceptual, which
further encompasses attention, memory, reasong, judgment, evaluation, perception,
creativity, problem solving, decisionmaking and language comprehension and production.
Unfortunately, traditional Al uses handcoded representations and has failed to progress
further the process of highlevel perception, and most pronouncedly, creativity and
consciousness, leading to erroneous and incomplete models of human cognition. This
brings me to the topic of the most pressing, fundamental questions within Al. | believe
there is an absolute need to better undstand how people extract meaning from and act
upon the vast amount of raw information continuously entering their sensory systems. This
is one of the deepest problems in cognitive science: the ability of the mind to bring order
and concreteness to apparehmultisensory chaos, whether this means interpreting
photographs taken from a crime scene, recognizing happiness or sadness in a melody or a
tone of voice, perceiving the darkness or brightness of a painting, or sensing a threat from a
moving silhouette in the dark. Another process currently unsolved by Al is the complex
phenomenon of creativity. Creativity, or creative behavior, fundamentally requires
imagination and original ideas to produce a novel outcome of value, whether personal or
societal. While obots have been built to carry out a multitude of tasks including, but not



limited to, the military, civilian, health, medicine, cyber, environment, social, arts, outer
space, agriculture, marine, and many other fields, the machines depend on very bounded
hand-coded tasks and knowledge, and are merely based on expected routine associations,
restricting the reasoning capabilities a machine can carry out. Computers are objective,
precise, and governed by the rules of mathematics. Creativity is abstract, expsere, tied to
culture, knowledge, psychology, perception, emotion and subjectivigthe very essential
elements that make us human and unique. Al research is aiming to overcome the challenge
of hand-coded features through more flexible approachesas in,for example, the
OAOOOCAT AA T &£ AT 11 AAO EAAA T &£ Al i POOEI ¢ ETT x1 A
whereby systems mimic human learning by changing the strength of simulated neural brain
connections on the basis of experiengein which software systemscan constantly learn

new representations from massive amounts of data, modify themselves according to it, and
exhibit adaptive behavior. Automation usually requires exactly the kind of explicit

instruction as to how to achieve a goal that creativity obvi@s. It is possible to design an
algorithm that can generate an endless sequence of artworks, for example, but it would be
difficult to teach such an algorithm how to differentiate between an emotionally powerful
artwork from one that is meaningless. It isalso difficult to automate the combination of
human ideas from a vast amount of different sources that forms the foundational of much of
human creativity. This brings me to the crux of this comment. Robots/machines lack high
level cognitive abilities (integration of knowledge, perception, and consciousness) and
therefore they do not exhibit truly creative behavior. This is because creativity is arguably
the most difficult human faculty to automate. This means, robots are unlikely to be fully
creative any ime soon. To achieve that, computer systems/machines/robots will require

the ability of acquiring knowledge and manipulating and transforming it in such a way to
enable creativity. Consequently, what we need is to support small businesses, companies,
and academia doing unique, cuttingedge multidisciplinary research at both the scientific

and artistic level to understand such higHevel cognitive abilities humans have in regards to
perception, consciousness, and creativity to be able to develop machines anbots truly
useful to society.

Topic (6) The most important research gaps in Al that must be addressed to advance this
field and benefit the public.

As indicated in topic 5 above, Al has tended to shy away from hidgwvel human cognitive
processes regading integrative complex perception, consciousness, and creativity much in
part to their seemingly impenetrable complexity. These mind/brain processes constitute a
huge gap in Al because machines cannot autonomously and spontaneously perceive, be
conscious and create in response to its environment; they do not have the ability to take
information, process it, and act on it in some way that results in an output to the system
much like humans do (from daily language use to the creation of artworks). Humanse
their senses, emotion, movement, motor responses, and linguistic capabilities to act in
response to their surrounding environment through visual, audial, olfactory, tactile and
gustatory stimuli. Thus, research on perception in the context of multidgplinary
approaches using both Science and the Arts is fundamental to understanding human



perception. The Arts offer a uniquely human platform from which to probe deeper into how
emotion, language, decisiommaking, and creative behaviors all interact in ay given

moment, whether shortterm or durative and/or improvisatory or deliberate. Similarly,
consciousness is the human state of being aware of an external something within oneself.
The human mind/brain has the ability to experience or to feel a sense sélf on any given
moment. While arousal levels, responsiveness and patient se#fporting narratives have
been used in a medical context to understand consciousness, there is no financial support
for those doing outof-the-box research at the multidisciginary level using both integrative
methods from the Sciences and the Arts. Finally, if the creative process is not understood,
machines and robots will never be truly creative. An essential aspect of being creative is the
ability to make both old and nev connections. Knowledge and experiences are useless
unless we make connections between what we know and what we can do. The human brain
has the ability to pull together and integrate various kinds of processing, for example,
between longterm stored memories and working memory to make decisions during a task.
Thus, being able to make connections between ideas and knowledge we hold in our
memories based on experiences can trigger creativity and innovative methods to produce
novel work. Furthermore, creativity is all about making connections between incoming
information and the knowledge around us to fuel creative thinking and transformative
ideas. By linking up ideas whose connection was not previously entertained, we are
creative and therefore bring originality and novelty. Creating a robot that is creative seems
still very elusive because a fundamental aspect of the human experience is conscious
awareness and that requires embodiment. Machines cannot think through situations and
filter out what is interesting and/or most relevant in any given moment. Any approach to
write a creative algorithm will fail because using millions of combinations and inferences so
the machine can learn will result in already existing patterns. The robot or computer will be
unable to find something new that is entirely unconventional; only humans can innovate.
Until we fully understand the creative process, we will not be able to create robots that are
creative.

In sum, we do not yet have a clear map of how integrative complerrception,
consciousness and creativity work. It is therefore fundamental to understand our own
complex ourselves first in order to implement and create a robot or machine that can
perceive, be conscious and creative.

Topic (7) The scientific and technial training that will be needed to take advantage of
harnessing the potential of Al technology;

It will require a multidisciplinary approach between scientists in the fields of cognitive
science, computer science, engineering, philosophy, psychology, lingjics, medicine, and
artists within the areas of film, theatre, music, architecture, painting and drawing, among
others, to fully exploit Al and create machines, computers and robots that can be useful to
societies at all levels. Training should of couesinclude topics related to the risks posed by
Al, which of concern currently include, but are not limited to, errors, unintended actions,
wrong functions, negative effects, accidents, wrong objective functions, and reward hacking,
to name a few. Since mduine learning requires exploration, all these unintended functions



can be exacerbated as machirkearning agents become more creative, more advanced, and
more ubiquitous. Again, without understanding highlevel human cognition processes such
as consciousnss, perception, and creativity, Al will only generate insufficient solutions and
more unintended problems rather than public benefits.

Topic (9) Any additional information related to Al research or policymaking, not requested
above, that you believe OB should consider.

Please include private companies, which are doing novel research on important cognitive
science processes in order to understand how to build better humalike artificial

intelligent systems.

Respondent 59

Joseph Heck, myself

| want to encourage the OSTP to focus not on the existential threats of "salfiare Al" or
"general Al" at this time, but instead the immediate need of how to deal with Al tooling
augmenting "bad actors". There's a wide breadth of issues under this space, includthg
current collection and consumption of data sets to predict actions, and how that plays out
with individuals who are providing that information, both knowingly and unknowningly.

While current Al technologies are clearly beneficial in many cases, theyeaalso not

foolproof - regardless of the huckster characterizations that may come from agencies selling
Al services, or trying to create related companies. Representation, and accountability, for
services provided that leverage Al technologies need to lodearly detailed, and

accountability specifically should be considered and addresses for corporate usage of such
systems.

The current batch of Al technologies provides an immensely powerful levera tool that we
can use to do both more and more efficiatly. It's incumbent on us to view it as a tool and
to guide policy related to it's usage, as well as continuing to improve those tools. Al is a
proverbial sharp knife - capable of both amazing and horrific things, all dependent on the
hand wielding it.

Thank you for your consideration,
- joseph heck

XXXXXXXXX

Seattle, WA, USA

Respondent 60

Henry Claypool, Community Living Policy Center, UCSF



These comments were written about data innovation and they are just as relevant to the RFI
on Atrtificial Intellige nce. This technological innovation can transformation how people with
chronic conditions and disabilities live their lives outside of clinical/medical settings. Itis
important to remember that adherence to a specific treatment regime design to improve a
health outcome must be reinforced in home and community environments where patients
spend most of their time.
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individuals hold about technology and future. We must pnmote the benefits to

underserved and underrepresented populations in the debate about Al. In fact, those that
stand to benefit the most from this technological innovation are least likely to have their
voices heard. Instead the dialogue tends to be dongited by those with amble means and a
great degree of satisfaction with their lives. However, there are millions of Americans that
live in suboptimal circumstances that stand to benefit the most from the transformative
power of this technology. Policymakes should take strides in bringing representative from
these populations into the public discourse that it might be more reflective of the general
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Government must assume a leadership role in bringing the interest of these populati®to

the fore. For populations that rely on government programs for their health and human
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these populations to increase responsiveness and efficacy. While Alnrists early stages of
development and deployment by the private sector, positioning government to leverage the
associated breakthroughs to apply them to challenges face by vulnerable populations is
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these underserved populations is addressed. If government does not provide leadership,
the benefits of Al will be slow to come to these populations. Government is best positioned
to provide leadership on the responsible use oAl when expert agencies with deep
background knowledge of machine learning are responsible for addressing regulatory
guestions.

Dynamic home environments

Smart homes, which are quickly moving from the pages of science fiction novels to the
floors of consumer electronic stores, create dynamic home environments that can anticipate
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interacts with a person unable to stand or easily get in and out of bed; finding new wayo
assist people with routine personal hygiene thus reducing reliance on another individual for
the most intimate activities of daily living; a home environment that promotes movement,
reduces passivity and allows body parts to remain supple even when péical strength is
limited or non-existent.

Beyond having a meal preparation system that identifies the food available, it should
suggest and assist in the preparation of meals that meet specific dietary requirements.
These systems should generate a shping list that includes foods to optimize body systems
functioning (e.g., low potassium in blood results in potassium rich foods in meals); orders
food from the store and make certain that it is delivered at a time when it convenient for the
items to be daced in the refrigerator which is monitoring contents and adjusting meal



planning activities. While this is a nice convenience to the general public, it makes it
possible for someone with a chronic health condition to stay on task with the disease
management plan. As for the person with a disability without dietary restrictions, it
increases independence by automating tasks that can be time consuming.

People with certain disabilities often rely on highly customized devices that can be very
expensive, iR i O 1 EEA xEAAI AEAEOO AT A POT OOEAOEAOS 7EO]
specific needs, when properly gathered and analyzed, new approaches to developing and
manufacturing assistive devices will make them more accessible to people of modest means.
This is happening today this with prosthesis generated by 3D printing technologies. Other
examples include, beacon technology that provides information to a blind person to assist
them as they navigate their environment; speech analysis that detects signsnoéntal
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gait could provide continuous feedback to the brain and muscle as individuals living with
paralysis acquired from injury or disease to retrain these sues to function as they did prior
to illness or injury.

Data scientists and others using data and Atrtificial Intelligence to improve health care
should consider forming partnerships with individuals and organizations that represent
people with disabilities and chronic conditions to develop new approaches to harnessing
data-driven innovation and the tremendous potential it has to improve quality of life for
individuals.

Transforming community-based systems

In addition to these individual and family impacs, greater interest and investment that
promote wellness and prevention are spurring reform in the delivery system that result in
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best to achieve positive outcomes for population whose health status may be at risk or
compromised by a disability or chronic condition. The current status of the home and
community-based systems that provide services and supports to individuals with chronic
conditions and disabilities to prevent secondary conditions, optimize their health status and
improve their overall well-being is resourced.

Community-based systems do not currently have access to the same panoply of resources
financial and otherwise? available to the traditional medical nstitutions within our
healthcare delivery system. For example, when a person is discharged from the hospital,
the agencies that provide inRhome support typically operate during traditional 9-5 business
hours and struggle to respond to more urgent or timesensitive needs associated with the
transition from hospital to home, especially in individuals whose functional health status is
compromised.

The trend toward integrating the healthcare delivery system with home and community
based services occurs creas opportunities for data to really drive improvement of existing
infrastructure and provide a strategic vision and direction for future investment. This will
inevitably help more people with disabilities? young and oldd improve quality of life and
health status while reducing utilization of expensive medical services. While datdriven
innovation is not a substitute for adequate financial investment in the home and community
based infrastructure, datadriven innovation is needed to accelerate the developmerdf



these important systems.

It is essential that the communitybased systems that deliver services and supports leverage
any opportunity to enhance their ability to integrate with the medical infrastructure that
responds to acute and primary health car@eeeds. This is a key component of reducing
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become ill or in need of acute medical care.

An example rife for success involves programs funded and designed to servealddults

living in their community to enhance their ability to remain in their homes as they age.
Today, transportation programs often operate separate from programs designed to provide
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isolation from health promotion and wellness programs designed for the population of
individuals with disabilities. If data were shared across these programmatic structures and
among the providers of these services, a comprehensiveientation to address the needs of
the individual could emerge from the current piecemeal approach of these programs, which
are funded by grants from federal, state and local governments.

In fact, community-based organizations often rely almost exclusivelgn modest funding

from federal, state and local governments to provide services and supports to those in need
that meet established eligibility criteria. This is not limited to the aging network
infrastructure. For younger people with disabilities, eligiblity is linked to poverty and the
associated funding from Medicaid. An additional factor within the Medicaid program is the
concept of categorical eligibility, where different populations are served based on a
diagnosis instead of the type of functionasupport that is required. This results in

duplication and missed opportunities for local communities to benefit from economies of
scale.

The mental health system is different from the developmental and intellectual disability
system which is separate fromindependent living programs developed by people with
physical disabilities. Collecting and sharing data across these systems based on individual
need would likely result in changes to the systems that deliver support to these populations
allowing them to operate more efficiently. The reality of the individual experience defies
program efforts to group people into categories. Increased ability to collect and analyze data
would likely lead to more efficient use of scarce resources for these low income poptibns.
These important community programs result from planning efforts of governmental entities
but often result in static approaches to meeting needs based on deliverables promised in
grant applications. But this approach lacks the flexibility necessato meet the needs of an
inherently dynamic population whose needs can change rapidly. If data scientists were
more engaged in the planning and orientation of these services, new innovative approaches
to helping older adults remain in the homes as theyge would no doubt emerge.

Having a few positive examples of how data driven innovation can result in more
individualized approaches to meeting the nutrition, caregiving, transportation needs, and
more of the intended population, may promote the ability 6organizations responsible for
planning at the federal, state and local governments to better understand the value of data
innovation stemming from the cultivation of large data sets to harness the potential
associated with these data. Similarly, the comunity -based, nonprofits organizations that



currently provide these services are often focused exclusively on meeting the pressing
needs of these populations in their communities and simply are not aware of how data
innovation might be leveraged to improe the lives for those they serve. At a minimum,
collecting and sharing data across these programs would result in greater efficacy of these
programs, which operate on very modest budgets.

Conclusion

Society is changing how it responds to individuals witlsignificant disabilities, and data
innovation offers an opportunity to increase the independence and productivity of those in
our societies classically thought of as dependent. As a result of civil rights legislation and the
accompanying changes to sociek@xpectations, individuals once warehoused in institutions
are now successfully integrated into communities across the country with the right mix of
services and supports. Shifting societal expectations that people with significant disabilities
remain part of their communities coupled with demographics changes in the United States
OAOOI O ET COAAOAO AAI AT A &£ O OAOOEAAO AT A
home as part of a community. Data scientists and others using data to improve health care
should consider forming partnerships with individuals and organizations that represent
people with disabilities and chronic conditions to develop new approaches to harnessing
data-driven innovation and the tremendous potential it has to improve quality ofife for
individuals.

Respondent 61

Chris Niccolls, Niccolls and Dimes (www.niccollsanddimes.com)

Responding to questions:

(2) Use of A.l. For the Public Good

(3) Safety and control issues for Al

(4) Social and economic implications of Al

PUBLIC GOODupSiety must ensure that a nation's resources are used for the public good.
Unfortunately, the public is diverse, and "The Public Good" is open to interpretation.
Artificial Intelligence (A.l.) is a newly discovered "resource"”, and a regulatory framework
must be provided to effectively exploit this resource if we want the maximum benefits while
limiting threats to our society and economy. However, while A.l. has only recently become
an issue of debate, it has existed and been used for years. We can no lodg&y

addressing the role of A.l.

This framework will require more than just regulations and penalties. The machines,
processes, and corporations that interact with everyday are today operated by human
beings. When A.l.s are replacing these roles and fttions. Who will be responsible for the
actions of A.l.s? Will it be their programmers, manufacturers, owners or someone else when
their actions result in physical, emotional or financial harm?
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In the global economic collapse of the last decade, courtsdapublic forums have tried to
understand the motivations of thousands of individuals whose actions created the collapse.
Did they make many unfortunate but unintended mistakes? Did they intentionally break
laws for to enrich themselves? The mind of humadecision workers is opaque, we can only
guess at their motivations, and if new regulations will change the outcome in the next crisis.
The contents of an A.l. "mind" is 100% transparent, it is auditable. If the ethics of human
decision makers are unreliabe, should regulation and court decree move more decisions to
A.l. systems to ensure that "selinterest" is no longer a part of the decision process?

"Machine Learning", allows computers to learn by being assigned work by an expert. The

A.l. will produce new documents, which the expert rates, training the A.l. Machine Learning

is faster, cheaper and more accurate than traditional programming. The A.l. it will continue

learning until it exceeds the abilities of any human expert. WATSON, a general learning
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Diagnostic Oncologist in the world, exceeding the abilities of any human. By merely adding
more computer capacity and perhaps language translation, every cancer treatmeninter in
the world could theoretically outsource these function to WATSON, before the end of the

decade.

Financial systems use limited A.l. New digital banks are abandoning brick and mortar
operations, and traditional employees. By maximizing A.l. and digl functions, operating
costs drop and most banking services can be offered for free.

In the remaining space in this document, | will focus on just one narrow application of A.l.,
SelfDriving Vehicles. Sekdriving or autonomous, vehicles will have alisproportional
impact on the economy and American culture. Yet, this subject provides one of the best
overviews of the greater impact and issues surrounding of A.l.

COSTS: Transitioning from human drivers to A.l. systems will provide America with

tremendous benefits, but at a high cost. Primary jobs. By some estimates, A.l.'s and robots

will eliminate 40% and 60% of all existing employment. 1.8 million Americans are

employed as heavy truckers. Add other drivers, buses, taxi's, and private car drivensd

that number rises to 5 million. Within 5-10 years, half or more of these jobs could

disappear.
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employment came from agriculture and farm labor. By 2000, it was 2%. This cycle repeated

for manufacturing, which peaked in 1967, and today is just 8% of the workforce. We now

face the third great employment "disruption”, due to Atificial Intelligence and robotics. The

results will be the same, but faster.

60 million Americans are "knowledge workers", employees that collect and compare



information, and then make a decision or recommendation. Drivers are not typically called
knowledge workers, yet from a programming point of view, that is exactly what they do.

In 150 years technology replaced humans in agriculture. Manufacturing took just 50 years.
Following that trend, A.l. knowledge workers will take just 15 years. In just 5 y&s we will
approach the halfway mark of this transition, where over 30 million workers (23 million
drivers) are replaced. This rise in unemployment will hit hard, yet there will not be enough
time for new jobs to be created to offset losses.

Autonomous cars will cause more than the loss of jobs. Many lawyers make a living arguing
traffic accident lawsuits. Nurses and doctors are paid by the hospital beds and emergency
rooms that are used to treat the victims of traffic accidents. America's auto garagasd

repair shops will close if traffic accidents stopped. In order to survive, the auto insurance
industry must shed most of its employees. Likewise, television, print and web advertising
for all of these businesses will wither away.

Drivers who lose thér jobs will have our sympathy. But insurance agents, lawyers, and
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injuries and deaths. Consider other industries built around an epidemic, such as drug

addiction. America's 14,000 rehabilitation centers generate more than $35 billion in

revenue. If a universal cure for drug addiction were found tomorrow, with no negative side

effects, would we hesitate to use that cure because of the potential unemployment?

Travel always contains an element of risk or danger. We pay for roads, bridges and
infrastructure to keep commerce moving, and each new generation expects roads to be
better, safer and usually costlier than the ones they replaced. Today, the cost of saving lives
is a loss of jobs. IF we move ahead and provide the necessary legal framework to allow for
A.l. operated vehicles. Let us now turn to the benefits of Autonomous Vehicles.

BENEFITS: In 2013, 32,719 Americans died in traffic accidents. While each lostikfa
tragedy, this still represents tremendous progress. The National Highway Traffic Safety
Administration's (NHTSA) high watermark for traffic fatalities was 1969, with 26.4 deaths
per 100,000 population. In 2013 that rate fell to 10.3 per 100,000. Ahe 1969 ratio, 2013
fatalities would have exceeded 83,000. Advancements in technology (seat belts, airbags,
anti-lock brakes, etc.) is saving 50,000 American every year. Now, A.l. provides an
opportunity to save the remaining lives.

When A.l.s replace Humn drivers, traffic deaths AND traffic injuries will disappear. In

2014, 6 million accidents were reported that resulted in the injury of 1.6 million Americans.
The NHTSA reported in that the 2010 cost from vehicle accidents in America (medical,
insurance,lost productivity, etc.) was $871 billion. A.l. would not only save lives, avoid
suffering from physical injuries and eliminate the costs resulting from traffic accidents, they
would...



72 Eliminate millions of lawsuits, improving the performance of our ourt system.

72 Similarly benefit our healthcare system, especially hospital emergency rooms.

72 Provide the elderly with additional years of independence, when they are no longer
able to drive safely.

E Provide financial and environmental benefits to everyAmerican, from lower fuel use

(and lower insurance rates) by highly efficient A.l. driven vehicles.

PROFESSIONAL DRIVERS: There are not enough truck drivers in America. The Bureau of
Labor Statistics (BLS) states that American truck drivers averadsb years old, and aging.
Young workers are not interested in longhaul trucking, which has created a shortfall of
50,000 drivers, which will grow to 75,000 by the end of the decade.

Humans need sleep and food. However, financial incentive push driversatards taking
more jobs than they can complete, leading to speeding, driving in bad weather, driving
while exhausted, and generally making bad driving decisions. The "human" way of driving
creates excessive wear and tear on trucks and other equipment, comses too much fuel,
causes accidents and raises insurance costs. A.l. driven trucks would follow rules to
maximize fuel efficiency, reduce accidents and reduce equipment damage. A bonus of
efficient fuel use would be less pollution.

Lower cost transportation would benefit all of America. Food prices are particularly
sensitive to transportation costs. At this same time, more A.l. systems and robots will be
incorporated into manufacturing, lowering the price of goods. Eventually, the cost of a robot
rather than the local cost of labor will determine the cost of manufacturing. This will start a
new cycle of cost reductions by move manufacturing back onshore, which reduces shipping
cost and time by placing manufacturing centers where consumers live.

Taxis andlocal delivery services deserve a special discussion. "Disrupters”, such as UBER,
are already deeply embedded into local economies in New York, San Francisco, and
elsewhere. New York City now has more UBER cars than Yellow Taxis. UBER has already
moved beyond Taxis and wants to compete with shared car services, local delivery services,
and privately owned cars. By delivering a highly efficient matrix of services, UBER will be
able to offer competing services at a much lower cost. Eventually, as we moved &ds a
"shared" economy, traffic jams and urban congestion will diminish.

BOTTOM LINE: A.l. will cost many jobs, spiking unemployment for years or decades.
Nonetheless, the best argument for the public good is the argument that saves lives. That's
exactlywhat A.l. will do.

A.l. will save lives today, and improve lives over time. The performance of human drivers,
however, can only get worse. Accidents often result from driver distraction. Talking
passengers, rude or incompetent drivers on the road, andubbernecking" are traditional
driving distractions. Cell phones have added new distractions: phone calls, text messages,



and even taking selfies when driving. We can now add "augmented reality (AR)", a mashup
of smartphone functions, to the list.

Augmented reality adds information and images to the visible world around you. For
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driving instructions, information about the cars near you, the history of a neighborhood,

data onstreets you pass, etc. And games. Mostly games. AR on your phone will be a deadly

distraction for drivers.

By now, you may have heard of "Pokemon Go", a game so successful that a week after it's

release the parent company's value rose by $15 billion. &lers looking at their phone

screens are blindly wandering onto private property in search of animated characters.
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application.

Technology will introduce more distractions and accidents will rise. Unless vehicles are
driven by A.l. A.l. is not going away. We can only decide when to provide the regulatory
framework. The costs and benefits are huge, but ultimately we must choose the rapid
implementation of A.l. Every daywithout A.l. driven cars costs lives. This is one decision
that we should all agree on!

Respondent 62

Charles Provine, Taoesm

Topics Covered in the Response are 2, 3, 4, 5, 8, and 9.

| am proposing a new ethic to apply to all Al endeavors that can give both broad and definite
guidance on Al research activities. The ethic is Taoesm (an updated version of the
venerable philosophy Taoism). Essentially, | propose a series of protocolsathresearchers
must answer with their research into Al technology.

Al can be misused at many levels. Governments, corporations, and people could use these
technologies for nefarious ends. While | cannot claim that the philosophy will prevent all
rogue science, | believe that a philosophical framework must be constructed. Current
philosophical modalities cannot adequately consider all factors, especially when the
technologies employed are so different. Thus, | am proposing a series of symposiums to
elaborate Taoesm so that the philosophy can encompass the best practices for all players in
the Al spectrum.

Your RFI asks good questions, and | am sure that there will be many hundreds if not
thousands of responses. It is my position that the United $&s and other countries are all
ill -suited to institute the proper controls and regulations on the Al field. A fresh perspective



is mandatory to regulate all these emerging technologies, whether that is within the
broader context of pharmaceuticals, selassembling objects, law practice, computer
technologies, militaries, finance, and others.

| started this philosophy circa 2010 at a graduate level seminar on the topic. | do not claim
to be the authority on all Al technologies. | do believe that | cdead the academic,
scientific, and corporate interests to devise the safeguards needed to bring effective
regulation to the Al sector. | have training in Anthropology, Business Administration,
Project Management, and Computer Engineering.

Respondent 63

Russ Altman, Stanford University

The 100 Year Study on Al submits its first study panel report which will be available from
https://ai100.stanford.edu/ This site currently has a preview of the report. The full report
is expected at the end of August, 2016The 100 year study is a longitudinal look at Al; we
anticipate a study approximately every five years evaluating how the effects of Al ripple
through every aspect of how people work, live and play.

Respondent 64

Kenneth Blum, Center for Brains, Mindand Machines

A Call for Major Public Funding for the Science of Intelligence

In the essay below we respond primarily to questions 5, 6, and 8 of the RFI: (5) the most
pressing, fundamental questions in Al research, common to most or all scientific field6)
the most important research gaps in Al that must be addressed to advance this field and
benefit the public, and (8) the specific steps that could be taken by the federal
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qguestions: (2) the use of Al for public good, (3) the safety and control issues for Al.

We believe the United States should develop a major, publielynded research effort
directed at developing the science of intelligence. We begin with a review of whettee
science of intelligence stands today, review the biggest questions and gaps in Al, and
conclude with a rationale for public funding.

You can be excused for thinking that machines exceeding human intelligence are within
sight? some prominent technologi¢s have heralded or warned of their coming. The truth is
that we have no idea when this could happen, but it is unlikely to be any time soon. In fact,
we have little understanding of what comprises human intelligence certainly at the level

of underlying mechanism, but even at the level of scientific description.



True, rapid progress is being made in implementing computer programs that can learn from
examples. Computers are now superior to humans in chess and? Godassic games of pure
strategic and tacticalskill? and historically we have deemed the human masters of these
games to be very bright. Similarly, Deep Mind developed a program that learned video
games by practicing them.

Some critics have claimed that these machines are not intelligent, because thaslutions
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through possible moves and counteimoves than appears to be the case for human chess
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modules whose interactions were carefully tweaked by hand and are difficult to generalize.
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understanding of intelligence itself? We have much to learn about how humans play Go or

video games. Furthermore, human intelligence was built by evolution, and, a bit like

Watson, is full of accidents that have been frozen intarain circuitry, with features that are

evolutionarily recent and far from optimal.

Nevertheless, humans and even other animals have forms of intelligence that go well
beyond the capabilities of even the most powerful computers. Understanding the basic
principles of physics has led to spectacular machines that can travel to other planets, use a
handheld device to communicate with people around the globe, and understand the origins
of the universe. We expect that if we can learn the principles underlyingdiogical
intelligence, someday we will be able to engineer more powerful solutions to a limitless set
of problems, freed from the constraints of low power, modest size, and seffiring that limit
our brains.

What is intelligence? The science of intelligee is in its infancy, but here are some likely
elements.

We have to make sense of the world around us. Information comes from our sensdght,
sound, chemicals, and touch are detected by specialized neurons. Our brains then have to
analyze and assembléhese signals and somehow compare them to models of the world.
Our brains also must use input signals coming from our own bodies to control posture and
movement. Thus, we model our environment and self, and we predict our future
imperfectly, of course so & to act in the world. We avoid an accident; we find a friend in a
crowd; we plan a vacation.

We might not think of any of these things as intelligence, in the casual use of the word,
because we do them so effortlessly. Nevertheless, they all involve coutations that are not
yet understood, accomplished by mechanisms that remain partially mysterious. And we are
not alone in these capabilities: mental models of this sort can be found in other animals.



Dogs catch Frisbees; cats can distinguish individualimans; spiders catch flies; flies court
their mates.

We have social interactiong linguistic and non-verbal? and we must make sense of that
social, cultural world, as well. We can predict the thoughts of others, and judge the fairness
of interactions we obsrve. Childrers and pets manipulate our behavior. We have
intentions and drives. Our thoughts have emotional content. We reason about the world
based on incomplete information. We experience a serial, autobiographical monitoring of
small parts of our own brain processes namely, consciousness. We produce art, music,
food and drink, dance, sportg sensory and motor capacities filtered through brains and
culture. We tell stories and create literature language designed to access internal states in
other people. We produce science itseff an intellectual and social activity aimed at deeply
understanding the world around us and even ourselves.

The intelligent behavior of humans, so impressive at the level of individuals and their
activities, both quotidian and exaled, seems to have fundamental failings at the level of
large groups. The ills of the world wars, oppression, poverty, and the unintentional
destruction of our environment? seem deeprooted, with no signs of abating. Can our
societal interactions be more intlligent? Is there a practical path that can get our species to
that state? Perhaps these are the ultimate challenges for a science of intelligence.

These myriad capabilities, which, in our ignorance, we bundle into the single word
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intelligent machines we first will need focused science to discover: What is intelligence and
how does it work?

Recent engineering successes havqustifiably? created great excitement. Th investments
of a handful of big companies and a passel of startups in applications of artificial intelligence
are changing our landscape. However, these developments primarily will take place behind
closed doors: most of these commercial systems will h@oorly understood, leaving us
vulnerable to unintended consequences and without informed debate about ethical
questions such as life or death decisions by sedfiving cars or intelligent weapons.

What we need now is a major, publichfunded research effot on the science of intelligence.
This will have three effects. First, it will lay a firm foundation for engineering Al
applications, which today are based on fiftyyear-old ideas. Secondl as has been essential
for genome sequencing it will ensure that the public has a strong voice in the dialogue and
opportunities that arise from basic research on artificial intelligence, including appropriate
debates about adequate regulations for the development of safe Al. Third, it would aim at
the noble goals of undestanding ourselves and each other so as to make the world a better
place; applications could be directed at environmental problems, educational wonders, and
alleviating destructive social interactions.



A large program to develop the science of intelligare would be the most important way for
the federal government of the United States to provide public benefit from the field of
artificial intelligence and lead the way towards what may become the biggest revolution in
the history of civilization.

The Certer for Brains, Minds, and Machines
http://cbmm.mit.edu/

Respondent 65

Michael Richards, Large public software company

| appreciate the opportunity to share my opinions with the OSTP.

Al methods are rapidly being adopted across all major industries. Thggowth of Al and
other advanced software technologies is largely enabled through the free exchange of
information and code. A robust, fast internet infrastructure, free of mass surveillance,
censorship and commercial control is a fundamental requirementln addition, funding for
basic research in math and science as well as for lotgrm projects can help balance the
short-term, market-driven technology development that dominates industry.

Like other new revolutionary technologies, such as nanotech, gepditing, etc, the

technology is developing faster than our social and ethical frameworks. These technologies
are maturing quickly and will radically change our lives in unforeseen ways. Government
has a responsibility to fund serious crosslisciplinary, international efforts to understand

the social, ethical, economic and ecological ramifications of these technologies.

Finally, Al will continue to reduce the value of traditional labor, as more and more tasks are
automated. As has been the trend sincld start of the information age, value will reside
more and more in knowledge than in labor. There is significant risk that Al, robotics and
other advanced automation will continue to deepen the disparities between the well
educated and moneyed few and #rest of the population. On the other hand, there could
be significant opportunity for more and more people to participate meaningfully in the
knowledge economy. While Al is a deeply technical area, the application and management
of Al will become lesgechnical over time. So in order to prepare our nation to benefit from
Al, we need to fund robust, well rounded education for all our citizens. A population with a
deep and diverse educational base, provided with fair access to technology, will be best
positioned to take advantage of the coming technologies in a tremendous variety of novel
and valuable ways.

Respondent 66



Charlie Berger, Oracle Corporation

I've been involved with Al, machine learning, robots, machine vision, data mining,
predictive analytics and big data for most of my 35 year career. Love this field! | don't
know what to comment on here other than full speed ahead. If there is anything that | can
do to foster or help in this area, let me know!

Charlie Berger
Sr. Director of Product Maagement, Oracle Advanced Analytics, Machine Learning and Data
Mining

Respondent 67

Tom Flahive, The Flahive Group

#4 - The social and economic implications of Al: The US will have to consider a "Guaranteed
Income" (Gl). The Gl would be paid for by taxgnAl related companies at a rate determined
by the number of workers displaced by their Al system. For example: companies
developing automotive collision avoidance systems would be taxed to pay for the auto
collision repairmen displaced, and the companieput out of business.

#9 - Any additional information related to Al research...Based on my research of the US
Patents, the US is number one in patents for "Al technology" (Artificial Intelligence and

Deep Learning). But for "Al implementation" (Robot)the US holds only ondenth of the
patents of the leader (Japan). So, to implement Al in a robotic system the US will have to
pay Japan for the rights, or face patent infringement lawsuits.

Respondent 68

Rob LaBelle, The Defining Thought

As the Administration works to leverage Al as an emergent technology for public good and
toward a more effective government and to improve government services in areas related

to urban systems, smart cities, social welfare, etc., as well as to realize thedAven
improvements that can help vulnerable populations, it is imperative to ensure a people
centered design approach. In order to improve the impact and outcomes of relevant and
appropriate programs having a greater emphasis on gathering endkser insights and

behaviors is essential. With this, The Defining Thought commends the White House Office of
Science and Technology for its Request for Information: Preparing for the Future of

Artificial Intelligence (Al).

Al is essentially the intelligence of machines or a smaprocess which is continually
learning and improving from data collected. There is tremendous power in the data
collected that can benefit citizens of the world, and in the context of this RFI, effective and
efficient government and public good via informedsocial programs and services. Likewise,



with the power of data collected comes a great responsibility for the capture, use and
storage of the data. Collectively we need to seriously contemplate and prepare for what
happens when this pervasive machine lgaing and constant evolution of the
data/device/interface out paces human capacity to understand what is actually happening
with their data and to them.

We live in an era where many citizens live is a state of vulnerability and are often
mesmerized by the promise of technology, so much so that they overlook or disregard such
core issues surrounding the collection and use of their personal data that will be used in
machine learning and artificial intelligence. Al is pervasive as it will continue to touchla
industry sectors and communities as we progress to a fully integrated and connected digital
world rooted in and fueled by information communication technology.

As the OSTP examines the use of Al for public good (Q2), it is imperative to be open and

transparent on what is meant by public good. In short to define public good. As implied, the

general public is uninformed in regard to how and why their data is being incorporated into

massive systems and manipulated. Indeed, great benefit can be realizeahfi a responsible

collection and use of data, but likewise we need to clearly see how easy it can be to cross
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human rights.

As the OSTP examines the safety and contissues of Al (Q3), a priority should be a people
centered approach, noting that end users (the public) will play a significant role in
understanding and addressing privacy and security concerns. From a risk perspective on

the services side, a security risko the Al experience and use is what may be introduced to
end users. There are obstacles that need to be overcome via security models and application
that work with or are integrated into the respective service systems infrastructure based on
specific neals so as to raise comfort levels and to ensure a high degree of assurance of
security and privacy measures and equally effective and efficient security risk mitigation
processes, protocols and response solutions so that the end user is not compromised.

Also for the OSTP to consider is that new Al applications will not have not fully gone
through their respective iteration cycles and that this can cause a potential increase in
security risk. There are existing security risk or threat models that can be levaged but
these models may need improvement or adjustment for application in Al in services. It will
be imperative for the government to work in public/private partnership to lean on case
studies from technology and applications that are in effective ugeday to help mitigate
those risks.

In general, in addressing how to leverage Al in government services for public good in the
context of security and control the following should be considered:

72 If security measures are too stringent this will make idifficult for end users to use



services, therefore they will not be used or deployed, hindering uptake of services.

72 How to address ceexistence and interoperability of physical devices running on
open platforms when the data on those devices and platfims need to be brought into
closed or more controlled environments or vice versa.

72 End users on an enterprise level may not be prepared to accommodate Al
technology in their current IT and/or security systems and infrastructures.

E How to provide the technical support for specific services needs relative to capture
and storage of data and retrieval of data, notably as many applications may relay on third
party parties and some are hesitant to give away this level of control.
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critical. Security is too critical to the application to leave it an after thought.

72 A mind-set shift has to occur that security is more than a physical concern. This shift
in thinking will potential ly inform a shift in budget planning, which may be a reallocation vs
an increase.

72 There will be additional costs relative to the management of Al in services. The costs
will be related to tracking devices and secure data storage, and building trustort hy user
interfaces.

From a security and privacy perspective Al resembles previous new technologies entering
the government but may have differences that pose unique challenges for the government.
These differences are in the context of the department orffice of government deploying Al

in its services and strategies for ensuring secure data capture, rendering, use and access.

Respondent 69

Gordon Irlam, Gordon R Irlam Charitable Foundation

I am responding to (11) of the Federal Register and (9) of the Wikhouse website RFI:
additional information.

| wish to address the current state of neuromorphic computing, it trajectory, and
implications with respect to humanlevel or smarter-than-human Al. | do this not out of a
belief that the neuromorphic approachwill beat the machine learning approach to Al, but
because the neuromorphic approach defines an upper bound within which we should
reasonably expect humarlevel or smarter-than-human level Al to emerge. The
neuromorphic approach involves learning how the iman brain works, and then replicating
it in full or in part in silicon. | restrict consideration to spiking neuromorphic models. Such
models represent neurons as entities that perform simple computations and then either fire



or not. It is highly plausiblethat the human brain can be described reasonably well by such
models, although this is by no means certain.

By the way of a preamble | will note that humans dominate the planet, not because we are
stronger, but because we are smarter. Left unchecked, tdevelopment of smarterthan-
human Al, neuromorphic, or not, is likely to result in a serious threat to public welbeing. It
seems unlikely that human values, such as love and compassion, would carry over to a
world with human level or smarter-than-human Al, since these values appear to be
evolutionarily encoded forms of genetic self interest, and are not a consequence of
intelligence.

There are three issues for the neuromorphic approach to prove successful:

1. Is it feasible to implement the human brairor something smarter in hardware?

2. Do we understand how the human brain works well enough to be able to implement it?
3. And if it is feasible, how economical is it to do so?

Addressing the first of these issues. The feasibility of implementing a huménain in
hardware. In 2014 there were a reported 2.5x10720 transistors manufactured worldwide,
and this number was growing 10 fold every 5 years. A typical human brain contains around
86x1079 neurons. IBM's neuromorphic chip, TrueNorth, contains approximaty 5,400
transistors per real time spiking neuron. Thus there were enough transistors manufactured
in 2014 to produce the equivalent of 540,000 human brains. This could be one powerful
superintelligence, or many smaller ones. In other words to the extemd which the
neuromorphic approach is limited by the performance silicon, these constraints are rapidly
disappearing.

Addressing the second issue. Do we understand the details of how the human brain works?
We understand the big picture, the thalamus, themygdala, the cerebral cortex, and so on,
and roughly what each component does. We also understand the how individual neurons
work at a very detailed level. However, at the intermediate level, how neurons are wired
together to form assemblies of tens of thusands to billions, we know very little. This is

likely to change.

The U.S. BRAIN Initiative is a signature big science research initiative primarily with the
goal of better understanding the brain in order to better treat diseases. A notable exception
to this goal is the 5 year $100m IARPA MICrONS spiwnject which "seeks to revolutionize
machine learning by reverseengineering the algorithms of the brain". The technical goal of
MICrONS is to produce a wiring diagram, or connectome, for L mm~3 of cortidédsue
(roughly 1 cortical column). It is widely believed that the neocortex is composed of a simple
circuit, the cortical column, which is repeatedly replicated. Since the neocortex is believed
to be responsible for most cognitive functions. It is thusmly a relatively small step from
understanding a 1mm”3 of brain tissue to understanding almost the complete brain. We are
not talking about needing to scan a complete human brain, the cost of which appears



prohibitive for the foreseeable future, but a singe 1mm~*3, which is technically quite
feasible.

A plausible research trajectory might be:

1. Determine the wiring pattern for one particular cortical column

2. Map the wiring pattern of one particular cortical column to a set of general wiring
principles

3. Develop wiring principles for other brain regions

4. Understand the extent to which synapses are dynamic connections that vary over time

5. Gain a better understanding of learning, memory, and how the brain encodes information
6. Develop humanlevel or smarter-than-human Al

If the present policies of funding such work continue, a reasonable time frame over which
such work might occur is perhaps 1525 years, with the first three steps occurring relatively
quickly, steps 4 and 5 being harder to predict, ahstep 6, the development of a computer as
smart or vastly smarter than a human, being straighforward given the preceding steps.

The final issue to address is economics. Today if we knew how the brain was wired we
could achieve neuromorphic humarlevel Al for an estimated cost of around $700/hr. This
cost estimate is based on an order of magnitude cost estimate for IBM's neuromorphic
TrueNorth chip of $50 if produced in volume. Since this chip is proprietary a precise cost
estimate is difficult to determine. Computing costs decline by around a factor of 10 every 8
years. Thus, assuming the current research trajectory, by 2040 we should be prepared for
human-level Al for around $0.70/hr, and superintelligence costing $7/hr. If true, this would
have broad ®cietal impact.

In conclusion. The risks of different neuroscience projects vary widely. | suggest that the
U.S. have a policy of funding nehealth focused neuroscience projects like MICrONS, only if
we can be sure the benefits outweigh the risks assoté with the research trajectory they
place us on.

Respondent 70

Tuna Oezer, System Al

1)

- There is no clear legal framework to the extent a manufacturer or supplier of Al
technology can be held liable to damage caused due to the use of the technologgryther
person. Liability issues are most clear in the case of sealfiving cars but may apply also to
more benign uses of Al. Ambiguity or excessive liability claims may discourage or slow
down business investment in Al. It is important to create a reasmble legal framework that
balances consumer rights with business interests.

- Al technology that uses machine learning depends on access to data. To achieve best



results, input data to a machine learning system may need to include personally identifiable
information and track subjects across time. Current government regulations, such as HIPAA,
are not designed for this use case. This limits the ability to deploy useful Al technology in
areas such as health care. Government regulations need to be updatetbatance privacy

with the need to use data for machine learning purposes.

- Automated systems that classify people may produce incorrect results or the results may
be incorrectly interpreted. In some cases, this may cause that a person is erroneously
denied a benefit. An example could be a person being placed on afhyolist due to a
classification by a machine learning algorithm. Consumers should be given the right to
demand that such errors be corrected and safeguards should be in place to prevent such
incidents.

- The intellectual property ownership of models learned by Al technology may need to be
further clarified. The current default is that the owner of the algorithm owns any results of
the algorithm regardless of the owner of the input data. Howevethere is no clear legal
framework for this position. Furthermore, it is unclear to what extend a learned model
would violate any nondisclosure laws. For example, a machine learning algorithm of
company A may learn a model from data owned by company Bdose it to benefit a
company C. Such a scenario should be possible even if company B maintains copyright of
their data.

2

- Al has the potential to transform virtually any segment of the economy. Key Al features
include the ability to discover complexpatterns in large amounts of data, the ability to find
optimal resource allocations, and the ability to automate humaicomputer interaction.

These features can be used to improve health care, optimize traffic and infrastructure, save
water, reduce energy sage and thus reduce pollution, and provide more efficient and
automated government services.

- Al technology could be used to monitor and improve the effectiveness of government
programs. With Al the government can become more data driven and respond teetneeds

of citizens in more pragmatic ways.

3)

- Currently, there are no formal methods to provide quality assurance of Al technology or
verify its correctness. Al software is very different from traditional computer software. Al
software is usually adative and may modify itself. Furthermore, the behavior of Al

software frequently depends on large amounts of input data. Current software engineering
technigues to debug and verify computer code assume static programs with small amounts
of input. These tetiniques are inadequate to debug and verify Al software.

- Computer security in the context of Al is another open issue. Machine learning algorithms
may create unknown security holes. It is already known that an attacker may trick certain
machine learning dgorithms using well crafted input.

- Another concern is incorrect use of functioning Al technology by inadequately trained
humans. Frequently, Al software depends on appropriate input by a human operator or the



output of Al software may need to be interpeted by a human (e.qg., a classification result). If
a machine learning algorithm is trained with insufficient or biased data, use of the final
output of the algorithm may produce incorrect results causing harm to people.

- Despite some public concern, thex is absolutely no imminent danger of a sentient Al
taking over the world. Al technology by itself will not cause harm to humans unless it is
misused. Thus, its important to ensure that human operators are properly trained and
screened.

(4)

- Long-term, Al is likely to improve the living standards of most people, create jobs and
contribute significantly to economic growth. However, some lowskill jobs may become
obsolete. Government programs may be needed to help affected people to transition to new
jobs.

- Al makes it more important that employees have analytical and quantitative skills.

- In order to remain competitive, the US should encourage the teaching of more STEM skills
in education and shift its immigration policy to favor high skilled workers.

- An increasing minimum wage will accelerate automation of low skill jobs using Al.

(5)

- One of the most important open issues is common sense reasoning. While current
technology is good in simple pattern discovery, reasoning is still an unresolved issueck
of reasoning limits more advanced natural language understanding and computer vision.
- While current Al technology is good in answering questions, it is not very good in asking
qguestions. In other words, knowledge and feature discovery are unresolvgaoblems.

- Human-computer interaction in the presence of Al technology needs more work. This is
especially an issue in cooperative settings where the Al takes over limited control from a
human such as in selflriving cars.

- As mentioned in (3) verification and debugging of Al software as well as computer security
in the context of Al have not been widely researched.

(6)

- Among the points listed in (5) advances in verification and quality assurance may be the
most important in use cases where Al softwarean cause damage.

- Human-computer interaction is another important area. Bad interaction can result in
accidents due to miscommunication with the machine. Another issue is that machine
learning results may be incorrectly interpreted by the human operatoor the operator may
use inappropriate parameters.

- Al will continue to improve in other areas, but the progress in these areas is not a limiting
factor in the deployment of Al

(7)
- The use of Al technology requires quantitative and analytical skill§his includes basic
statistics and mathematical thinking. Lack of such skills by a user could cause incorrect use



of machine learning software. Furthermore, such skills are necessary to identify new
business opportunities where Al can be used.

(8)

- Collect data sets and provide open access to such data sets.

- Make it easier for the population to volunteer their data for research (for example in

health care).

- Set up more benchmarks in a wider set of Al tasks (similar to image classification

benchmarks).

- Provide small business grants to starups focusing on Al technology.

- Encourage children to pursue a STEM education. This may include making STEM look
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tax credits).
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These challenges may be smaller scale and more incremental.

- Educate the general population about the benefits of Al rather than spreading an

unfounded fear atout a sentient Al uprising.

Respondent 71

Yevgeniy Vorobeychik, Vanderbilt University

Question 2 (The Use of Al for Public Good):

In my view, this is a red herring. Generally speaking, arguably the vast majority of Al
researchers already set public goodbroadly construed, as their aim (this is an effective pre
condition of nearly all research funding, for example). Granted, one could argue the extent
to which specific research areas within Al significantly contribute to public good, but such
argumentsare nothing new. Often, fundamental research which appears at one point very
far from socially relevant application eventually becomes crucial (number theory is one
prominent example insofar as it provides foundations of cryptography). We are hardly ever
forward looking enough to reliably predict what research ultimately becomes pivotal for
public good. Consequently, in my view, rather than trying to stimulate specific areas of Al
research deemed by policy makers as most conducing to public good, it niagy/the best
policy to try to stimulate Al research broadly, allowing researchers to organically determine
the questions that are most worthy of pursuit. The increasing prominence of Al in a broad
array of socially important applications suggests that Alagsearchers have been quite
successful in steering Al towards public good when given the opportunity.

Question 3 (Safety and Control Issues for Al); Question 5 (Fundamental Al Research
Questions); Question 6 (Gaps):

As we move forward with the maturing asenal of Al techniques, which are largely designed



for non-adversarial situations, a natural question is how robust modern Al methods are if
motivated adversaries attempt to subvert their functionality. One emerging domain of
research related to this brader question is in adversarial machine learning (AML). Attacks
on machine learning algorithms can come, roughly, in two forms: evasion and poisoning. An
evasion attack is best explained using a spam filtering example. Suppose that we have
trained a classifier on data to distinguish spam from norspam. Spammers would
subsequently be motivated to modify spam instances in order to be (mis)classified as
benign (that is, to evade detection). More generally, in an evasion attack, an attacker wishes
to manipulate malicious instances in order to avoid detection by fixed learning algorithms
(typically, binary classifiers in such domains). Poisoning attacks are different: in these, the
adversary is assumed to modify the training data set itself, so as to subvéne learning
algorithms. Poisoning attacks may have goals ranging from degrading observed
performance of learning algorithms (the secalled availability attacks) to allowing future
adversarial behavior to bypass detection. Given the importance of maakilearning
algorithms both in research and commercial application, consideration of such attacks on
machine learning algorithms may be one of the most significant emerging research
problems today.

Respondent 72
Dennis Cooper, Self
I have some comments regrding item #9 "specific training sets that can accelerate the

development of Al and its application.” It is absolutely crucial that large training sets be
created and maintained by a third party. These training sets can be used to:

E validate the performance of an Al system

72 score the performance of an Al system

72 document troublesome cases that might be critical to safety
72 serve as a basis for acceptance testing

Often times, these training sets are considered proprietary and not widely disseminated.
Maintaining a central website with available training sets is required. Developers need to
be able to add to the global training set after acceptance review. This makes it a community
generated data source.

We are all concerned whether ornotan AI9OAT xEiI 1 | AEA OEA OOECEO6 A/
performance than a human. Humans are prone to basis, fatigue, and boredom. Al machines
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tested. Training sets are esseidl to testing and achieving superior performance. The
Government needs to fund the maintenance and release of training sets that are crucial to
citizen safety.

Respondent 73

Daniel Golden, Arterys, Inc.



(1) the legal and governance implications of Al

In healthcare, as in other fields in which a computer may be responsible for protecting

human life (e.g., the automotive industry), the question of liability is a perpetual concern.

For example, in healthcare, if an algorithm is developed that can predictdagnosis, and the

Al ¢T1 OEOEI 80 POAAEAOEIT EO I OTA ET TTA ET OOAT AA
who is liable for that mistake? Is it the company that developed the algorithm, the

regulatory agency that cleared the algorithm, the doctor whsigned off on the erroneous

automated diagnosis, or the patient who gave informed consent to have their care partially

determined by an algorithm? All parties likely share some blame, but what if, on average,

health outcomes are significantly improved wherthe algorithm is used?

In order to inspire companies and clinicians to develop and utilize Al solutions that may
dramatically improve overall health outcomes, increase access, or decrease costs, they must
not be unreasonably punished for the infrequent ases in which the predictions are

incorrect as long as they have made a good faith effort to minimize those occurrences and to
appropriately inform users of the risks. With sufficient data, a robust confidence score can

be given to any diagnosis, that wilin no doubt trump the current standard of care in
healthcare.

(2) the use of Al for public good

Al has the potential to significantly reduce the cost of healthcare by cheaply creating
optimal care paths for patients. In addition, clouebased Al systemgan be used over the
Internet via mobile connections in regions that have limited infrastructure. Al has the
potential to democratize healthcare globally, erasing geographic borders and offering the
same quality of diagnostic care to every single individdaf the world, bringing technology
that was previously reserved for elite academic centers.

(3) the safety and control issues for Al

Each unique Al application requires an independent assessment of risk. Based on the risk
level, a medical Al applicatiorcan get clearance to perform its function on its designated
audience. The model to follow is very similar to the FDA model of a Class I, Class Il, and
Class lll medical device. Class | devices are inherently safe, and cannot cause harm, while
Class lll devices can be life threatening and therefore require the highest level of scrutiny.

We believe that the open source software model will drive all software projects of the
future. By allowing the public to scrutinize the underlying code, we dramatically icrease

the likelihood that defects or malicious intentions will be caught before the software can
cause any harm. In addition, a strict code review policy (e.g. where an author cannot merge
their own code) is critical in assuring that no one person can maka software change that
has malicious intents.



In health care specifically, our initial goal should not be to replace the physician with an
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and automation of tedbus tasks. Once incremental value is proven, Al can be expanded to

cover more aspects of clinical decision making, but always with a clinician checking and
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replace them.

(4) the social and economic implications of Al

Al has the potential to significantly reduce healthcare costs and bring advanced diagnostic
capabilities to underserved communities, largely due to its ability to scale. Unlike

physicians, who can provile diagnostic services to a very limited number of patients daily,
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an instant. For healthcare services to which Al is well suited, such as medical diagnoses and
treatment planning, Al has the potential to reduce to insignificance the costs born by the

individuals who receive this care.

(5) the most pressing, fundamental questions in Al research, common to most or all
scientific fields

The most pressing needs i\l research are (a) the ability to process unstructured data
(such as images, text, electronic medical record data, etc.) and (b) the need to determine in
advance the best data to collect to allow optimal predictions to be made by Al services.

With resped to unstructured data, great advances have recently been made in the field of

deep learning, which allow for the creation of models which can take in unstructured data

sources, such as images, and produce classifications, segmentations, or more elaborate

results, such as, textual descriptions. However, relatively little research has been performed

on the synthesis of heterogeneous data sources as input into these models. For example, to
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clinic questionnaire with a mix of multiple choice and shoranswer questions would

require a patchwork of looselytied-together models, each optimized for a different type of

data. A model that could synthesize all this data naturallgnd simultaneously, as a human

doctor would, would have great benefits for clinical care.

Regarding collecting the right data, this is not a problem unique to Al, but also an issue for
standard clinical care. Often, a diagnosis is inconclusive or incortefor lack of a critical
blood or imaging test for the patient. Ordering these tests at the time of care prolongs the
time before a diagnosis can be made. If we instead had a way of determining the optimal
data to have collected beforehand, or if we hadraethod for optimizing which tests would
be most important in determining a conclusive diagnosis, we could minimize time and

Al
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money spent waiting for tests, particularly those that are not likely to increase the
confidence of diagnosis.

Respondent 74

NicoleMiller, None

| just found out about this RFI today (7/20/2016) and am heartbroken that | won't be able

to submit anything in time. Is there a way | can submit my information in a couple of weeks?
| am a smaliscale Al programmer, but | believe my concernare valid and would apply to

the general populace. I've used computers for more than 20 years and have watch the
internet evolve within the same time period, and would relish the thought that someone in
the government would actually pay attention to my conerns.

Thank you so much!!
Respondent 75

Nicole Miller, None

| forgot, my email address is XXXXXXXXX
Respondent 76

Gisela Wilson, University of Wisconsin

Artificial Intelligence: Ethics, Privacy and Conscience

'‘Conscious' artificial intelligence (Al) maybe far in the future, however, decentralized Al is
here. From health programs to predictive policing and everything in between, algorithmic
systems are making perceptible inroads into human life (Crawford, 2016; Pasquale, 2015).
Crucially, however, decentalized Al should be distinguished from individualized robots and
lacks the integration and 'consciousness' foretold in science fiction. Interactions between
various algorithmic systems remain lumbering, disjointed, and underdeveloped with one
exception: the capitalist aim of corporate gains.

Algorithmic systems have the potential to encourage, as well as prevent, dignity of life. The
focus on corporate financial gains diverts attention from critical issues cantankerous for
their complexity (Chandler, 214) 2 to convenience and marketability. Designers appear
locked into cycles of upgrades geared toward trivialities and monopolization, rather than
compatibility, ease of use and support for causes of wdlkeing. Damania (2016) describes
typical interactions with software that many experience on dayto-day basis. Upgrades can
feel like coders moving the furniture around in your living room so you can trip over it at
night, even when working directly with systems. What does that suggest about data



collectedand decisions made that guide people with or without their knowledge?

In spite of an industry that is claiming significant global financial resources and touts
solutions, the most pressing crises are not getting solved leading to greater inequality,
unrest and probability for war. A person does not need to be a genius to know that inclusive
affordable housing, education, employment, health care, and care for the environment
would result in a healthier more sustainable society and world.

It seems essentihto develop systems to correct for, rather than encourage, power
asymmetries, including corporate and media use of our eline data shadows? use that, at
times, seems oblivious to issues of privacy, dignity and ethics (Cohen, 2015; Crawford,
2016; Pasqude, 2015; Zubhoff, 2016). Without knowledge and approval, data collection and
sharing (e.g., ARodhan, 2016; Fiveash, 2016; Newman et al., 2016; Tenney & Sieber, 2016)
is increasingly invasive and yet the beneficiaries, instead of citizens, increasinghkea
corporations and governments. Thus far, increases in information have increased
bureaucracy and obfuscation, while sacrificing citizen privacy and choice (boyd, 2016;
Larson et al., 2016; Cohen, 2015; Floridi, 2016; Zubhoff, 2016). Echoing Zubhoff, eages

in surveillance and behavior modification on the basis of data not situated in perspective
and context compromises the freedom of selfletermination that is the foundation on which
our countries are built. It removes responsibility to those doing thenodifying, a legal issue
our courts have barely begun to address. Even the European Union's recently proposed
General Data Protection Regulation (Claburn, 2016; Goodman & Flaxman, 2016) doesn't go
far enough, though it's a start. Algorithms rarely work insolation, so it is not clear where
responsibility for outcomes would fall. Moreover, an explanation is not a solution or
reparation for harms. Harm to individuals ripple through communities and institutions, and
extend back to the trustworthiness of corprations, agencies and governments.

One plausible solution to the capitalist focus of "blackoxed" algorithmic systems would be
an algorithmic filter that determines potential ethical consequences of their use. Several
physiological analogies come to nmd. Borrowing from (a) the retina or (b) interacting
excitatory and inhibitory neural circuits that coordinate (a) visual perception and (b)
movement, an ethical algorithmic filter would provide a "surround” to regulate a
competitive capitalist "excitatory" output.

An ethical Al filter would likely improve on the implicit and explicit biases and reactivity of
humans. In addition, ideally, the filter could access and be updated with status reports,
research findings and legal arguments. An ethical Al filtevould weigh information

according to likely validity and search for missing perspectives and assumptions. Indeed,
intentions to digitize research findings and literature, thereby increasing accessibility were
laudable, though remain incomplete given th@otential for misuse and proliferation of
misinterpretation (e.g., Grove, 2016). In the case of science, one step beyond open access
publishing would be coding data for perspective, compatibility and assumptions, thereby
decoding science data from technidgargon.



Could ethical Al be mandated to restore protections for human privacy, discrimination and
security that have been increasingly compromised in recent years? Similar concerns
prompted regulation of human subjects research and genetic engineeringven institutional
review boards and government agencies often have been too narrow in not examining the
combined overall effects of their decisions. Furthermore, as an example from an economic
view for those with business interests, airline deregulatiordid more harm to the industry
than good (Arria, 2016). Intriguingly, an ethical Al filter might function as an Al conscience
2 with individual, as well as global, dignity in 'mind’ (AtRodhan, 2015; Burke and Fishel,
2016)

Contrary to the expectation thatalgorithms are indifferent, several concerns have been
reported over the last ten years. Algorithmic systems risk enhancing rather than eliminating
discriminatory practices either as a function of (a) their capitalist aim, (b) the implicit and
explicit biases of their designers, (c) biases in the way data has been collected and
combined, (d) ordering effects or (e) technical assumptions on which operational
paradigms are based that fade into the background with time. An essential feature of the
proposed ehical algorithmic filter, therefore, is that it be created by an independent group
of researchers. The filter would examine data eliminated by "excitatory" algorithmic sorting
processes using a lens sensitive to various biases and potential intersectioeffiects
(Kitchen, 2014). The ultimate goal would be to develop an ethical Al mechanism that could
be provided to corporations and government agencies for use in their own design process,
thereby minimizing the proprietary black-box argument, increases in breaucracy, and the
need for regulatory oversight.

Another way to examine today's algorithmic systems also draws from visual processing.
Could data points (people) eliminated during algorithmic sorting processes be tagged
without loss of privacy and contnue to be processed in parallel? Crucially, from the
perspective of equity, what resources could be provided to increase s&létermination,
creativity and equalize, rather than judge and eliminate, individuals in the output thereby
optimizing human potential?

A third suggestion is to limit "excitatory" algorithmic systems' ability to interrogate people.
In this case, the method would be to redirect focus to an interrogation of systems and
infrastructure contributing to the health of society and the plamt. The primary aim would
be an equitable allocation of resources and opportunity.

At a time when the world is in crisis, it seems a shame that the potential of algorithmic
systems to resolve the most pressing issues is being distracted by more sheighted aims
that, however wellintentioned, enhance rather than reduce inequalities. Many are
concerned (boyd, 2016; Crawford, 2016; Cohen, 2015; Floridi, 2016; Zubhoff, 2016;
Pasquale, 2015; Pedziwiatr & Engelmann, 2016) that the speed at which institutions,
corporations and governments are deploying algorithmic systems is in excess of the



mechanisms of ethical and legal oversight on which people and the continued existence of a
habitable planet depend.
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JoEllen Lukavec Koester, GoodAl

(2) the legal and governance implications of Al

GoodAl, a PragudasedAl research and development company where | am a team member,
aims to encourage governments to invest in humalevel general Al research and
development technology so that they have a share in the wealth that will come from it later
on. We anticipate tha this wealth will be distributed to citizens through basic income if
needed. We want to formulate a plan for the institution of a basic income for all people by
consulting with economists and other experts, further consider peaceful vs. military uses of
general Al technology and its implications for society going forward, support a potential UN
resolution banning the use of Al in autonomous weapons, and begin to think about ways
that Al companies and governments can cooperate on security.

(2) the use of A for public good
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humanity and understand the universe.

Al can serve as very smart assistant, scientist, engineer, or tool to augment ourselves, to
help us with thinking, creativity, problem solving, discovering new patterns in the universe,
and so on. Should we invent a truly general, humdevel artificial intelligence in the future,
it will be flexible enough to help us solve any number of problems acros®fds. It could
prove to be the sum total of human knowledge.

(3) the safety and control issues for Al

At GoodAl we are investigating suitable metabjectives that would allow an operended,
unsupervised evolution of the AGI system as well as guided lewng - learning by imitating
human experts and other forms of supervised learning. Some of these methjectives will

be hard-coded from the start, but the system should be also able to learn and improve them
on its own, that is, perform metalearning, sud that it learns to learn better in the future.

Teaching the Al system small skills using fingrained, gradual learning from the beginning



will allow us to have mare control over the building blocks it will use later to solve novel
problems. The system'dehaviour can therefore be more predictable. In this way, we can
imprint some human thinking biases into the system, which will be useful for the future
value alignment, one of the important aspects of Al safety.

(4) the social and economic implicationf Al

The effect of Al on the employment system is in the center of interest these days, and we
believe it is for a good reason. There are several possible scenarios for how Al and general
Al will impact jobs, and we tend to lean towards the probabilithat Al will lead to job
replacement in significant numbers.
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to, and so that they can pursue more meaningful activity with their time. That said, there is a
good chance that parallel economies may developan Al economy where human workers

are undesirable and most work is performed by intelligent machines, and a human economy
that closely resembles the economy of today. In general, this topic is undesearched and

we believe that a great deal still needs to be done to ensure that artificial intelligence
development leads to a scenario that is beneficial for most or all of humankind.

(5) the most pressing, fundamental questions in Al research, common to most df a
scientific fields

The most pressing research areas, questions, and tasks include:

A widely shared view on what intelligence is, how to study it, how to test and measure it
Without understanding the underlying principles of intelligence, what kind of tobis it, what
is it capable of and what not, what are the limits and potentialall our current efforts just
skim the surface of these questions

Mapping a list of skills and abilities that humarevel AGI needs to demonstrate

A framework that will help in mapping, studying, analyzing and measuring these skillsso
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We need a method to propose and test various hypotheses on where to direct Al research
Develop a learning architecturethat is capable of gradual accumulation of these skills and
abilities

Design an optimal curriculum, that helps Al in efficient acquisition of these skills and
abilities

To achieve all these, we need people who can offer kpgcture strategic thinking

(6) the most important research gaps in Al that must be addressed to advance this field and
benefit the public



We need more companies and researchers looking into unified approaches to building
general Al by investing into strategic bigpicture thinking. At GoodAl we want to step
outside of traditional approaches and offer a fresh, unified perspective on building
machines that learn to think. We hope to achieve this in a number of ways, but especially
through our roadmap, framework and by founding the Al Ra@gmap Institute.

(7) the scientific and technical training that will be needed to take advantage of harnessing
the potential of Al technology

Multi -disciplinary approach seems to be the one which brings the most fruits for hardest
problems. In order to buld and educate a humarevel general Al, we will need specialists
from distant fields of science- computer scientists, machine learning experts, software
engineers, neuroscientists, cognitive scientists, behavioral psychologists, sociologists,
economists and more.

(8) the specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encourage multidisciplinary Al research

One step we are taking at GoodAl is to found an institute dedicated tcetstudy of Al
roadmaps. The Al Roadmap Institute is a new initiative to collate and study the various Al
and general Al roadmaps proposed by those working in the field. It will map the space of Al
skills and abilities (research topics, open problems, andrpposed solutions). The institute
will use architecture-agnostic common terminology provided by the framework to compare
the roadmaps which will allow research groups with different internal terminologies to
communicate effectively.

The amount of researb into Al has exploded over the last few years, with many papers
appearing daily. The institute's major output will be consolidating this research into an
(ideally single) visual summary which outlines the differences and similarities among
roadmaps, place where roadmaps branch and converge, stages of the roadmaps which
need to be addressed by new research, and where there are examples of skills and testable
milestones. This summary will be constantly updated and available for all who are
interested, regamdless of technical expertise.

There are currently two major categories of roadmaps; 1) Research and Developmetitow
to get us to general Al, and 2) Safety/Futuristie which explore how to keep humanity safe
and the years after AGI.

Founding the roadmap institute is an opportunity for any researcher or organization
governmental, university, philanthropic, etc- to come together in multidisciplinary
research.



(9) any additional information related to Al research or policymaking, not requested above,
that you believe OSTP should consider.

It is important to distinguish between directions that lead to narrow Al and directions that
may lead to general Al. We have seen progress in the narrow Al direction recently, but not
to the same extent in generahl, even though general Al has higher potential to help
humankind. Some may argue that the progress in general Al cannot be achieved just be
extrapolating current trends in narrow Al, and that we need novel approaches to the
problem.
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MasterYoda, Jedi Order

Of possible interest about the use of Al for public good:
https://www.researchgate.net/publication/256987370_Artificial_intelligences_and_politica
|_organization_An_exploration_based_on_the_science_fiction_work_of lain_M_Banks?ev=prf_
pub
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Edward Lowry, Advanced Information Microstructures

(6) The most important research gaps in Al.
Advanced artificial intelligence often involves working with symbolic information whose
subject matter is also symbolic information. Extraneous coplexity imposed by the
representation conventions used for such information gets COMPOUNDED and obscures
progress toward solutions. Improving precise language to minimize such extraneous
complexity is central to advancing Al.
There has been a severe shage of competence , candor, and curiosity related to
SIMPLICITY issues in the design of precise language. There has been enough intolerance of
those values to obstruct progress in language development for about 45 years.
The resulting imposed complexity fg in working with precise information has impaired
intelligence for both people and computers working with precise information. Resulting
disasters in cybersecurity, technical education, public safety, economic waste, etc have
been extensive.
A brief illustration: In 1982 it was possible for employees at a leading computer vendor
using a general language to enter for execution a computation such as:
count every state where

populatn of some city

of it > 1000000
Translating that computation into the best languages of 2016 will require expanding from
those 12 symbols to about 30 with far less clarity.



Current technology perpetuates a false dichotomy between languages with rich data
structure and those with simple plural expressions (such as S@ind APL). Resolution of the
dichotomy was implicit in a design circulated at a leading computer vendor in 1973.

Large simplifications on several leading edges are possible and have been explored decades
ago. The simplifications lead to a large convergenae the underlying language semanticg
especially constraining the design of fundamental information building blocks. The
convergence can lead naturally toward a lingua franca for technical literacy.

Vast populations routinely study or work at arranging peces of information or instructing
computers to do so. They do so in profound ignorance of fundamental building blocks of
information that are well designed to be easily arranged. This reflects an avoidance of
fundamentals which has little precedent in ther technical fields.

While the language research needed is urgent for Al, it may be largely a matter of
confirming current deficiencies and the potential for making rapid improvements.

(1) Legal and governance implications.

Development of language tols that serve the needs of artificial intelligence (see 6 above)
would also serve the need to develop ontologies which could allow for simpler and more
precise legal documents. Regulatory burdens could be reduced while doing their job more
effectively.

(2) Public good.

Such language can improve technical education by expressing technical knowledge in a
precise, readable form that avoids mystification. Improvements would also result in cyber
security, public safety, worker productivity, etc.

(3) Safety

Such improved language would simplify complex systems making them more reliable and
safer whether or not artificial intelligence is directly involved.

(4) Social and economic implications.

As noted in (2) education and economic productivity would bendffrom just the language
improvements needed for Al but reductions in employment would be problematic.
Successes in Al itself would amplify the effects.

(5) Pressing fundamental questions in Al research.

Reducing complexity fog in representations has beote pressing after 45 years of
obstruction. Understanding the structure of easily arranged building blocks of information
is also a pressing issue in somewhat the same way that understanding the shape of bricks
would be pressing if we lacked such understating.

(7) Needed training.

There is a need to fully develop much higher quality language and learn to use it.

(8) Steps to encourage multdisciplinary Al research.

A gquality language for Al will be similar to a broadly applicable lingua franca for techeal
literacy -- which could enhance multidisciplinary communication. A specific action to
provide such a combination of capabilities would be to acquire the intellectual property
rights to such a language implemented in the 1980s but never made publiadyailable and
now owned by Hewlett Packard.

Another action would be to examine the competence and candor of software policy makers



around simplicity issues. Getting their translations of the above computation could be a

place to start.

(9) Additional information for OSTP to consider.

For decades competent expertise in simplicity issues related to precise language has been
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have severely blocked progress in Al, saftare technology, and STEM education. The
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in recent years. Complexity keeps customers locked in because the pursuit of more

competitive pricing is too disruptive.

BUT THE INTOLERANCE FOR SIMPLICITY IS MUCH DEEPER AND WIDER THAN THAT.

Prestigious technology leadership has been paralyzed by a taboo against considering such

simplicity issues. Checking the whole technical literature for evidence of ngmaralysis

would not be easy. The paralysis is more directly illustrated in the IEEE Computer Society
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Committee ignores the potential of improved language design. Getting more functidita

with less complexity by improved language should be a central theme of software

engineering, but such efforts appear to have been eliminated and delegitimized within

software engineering soon after its inception in the late 1960s.

The paralysis is prdvably also misdirecting curriculum planning at the high school level for

OEA O#1 1 POOAO 3AEATAA A O '116 ETEOEAOEOAS %D E C
years behind the leading edge on several simplicitselated leading edges. Inflicting thenon

millions of high school students would be a big mistake.

Knowledge and ideas are needed and in substantial part available and in some danger of

being lost. Precautions should be taken. THE MOST IMPORTANT NEED IS FOR A CULTURE

SHIFT AWAY FROM INTOLERAE FOR LANGUAGE RELATED SIMPLICITY AND TOWARD

STRONG SUPPORT.
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technology.

For anyone pursuing the promise of artificial intelligence technologies, correcting these
underlying deficiencies should be a high priority.
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Candace Sidner, Worcester Polytechnic Institute

Robots, it is claimed, will soon be commonplace etits in American society. This widely
heralded belief will not occur on the basis of advances in robotic hardward and software
alone. Robots must be designed to work with everyday people in their everyday spaces.
Whether the robot is driving a truck ina mine or a car on the street [1], serving as a carrier
bot for troops in the field, delivering meals and supplies in a hospital [2] or emptying the
home dishwasher [3] and chatting about everyday matters, robots will be collaborating
with people or at minimun interacting with them as they go about their tasks.



Experts in Al have had some success in modelling collaboration. Enough that we
understand that the computational partner must understand the goals, recipes for achieving
those goals, share beliafwith its human partner [4], and be able to judge when the
collaboration is not succeeded and which choices it must make in that light [5]. All of these
issues are equally significant when collaborating with a robot. However, many more
matters come to kear, some of which are not the focus of this note (such as modelling the
environment in which the robot acts, and modelling belief in a computationally adequate
way and one that is computable in reatime). Collaboration requires robust and accurate
models of interaction with a human partner.

As a collaborator with people, a robot needs a number of capabilities that are receiving only
initial consideration in the field of robotics as a whole First, a robot (whether it looks
something like a person or not)ymust gesture appropriately, that is use its face, its body and
its hands to convey the focus of its attention over time to relevant objects to its
collaborators or to indicate items to which it wishes to bring the human's attention, through
gaze or pointing. It must also be able to understand when humans do the same types of
gestures, and to know when the two partners know that they are talking about the same
thing.

Second, it must recognize and use emotional cues to assess and create its stance aheut t
interaction. Emotion plays a significant role in collaborations, especially when there are
errors or failures of part of the actions that are expected to lead to the shared goal. Third,
robots need knowledge of social and cultural norms to determine st matters as where it
positions its body when entering into group activities and group conversation. It must
know where to look and how to change its conversation to adhere to social norms during
activities with people (and other robots). A miscue of sdal norms can lead people to
misunderstand the robot's intent or to force people to reorganize their parts in the
collaboration, or to fail altogether. Fourth, a robot must be able to converse with its human
counterpart all the while using gestures to refct its attention, emotions and social
knowledge. Finally, robots must be able to learn new skills, not from mountains of data, but
from brief instructional sequences provided by its human partner during the collaboration.
Instruction makes use of gestues, and emotional and social cues that people intuitively and
unconsciously produce as they instruct.

Why would these types of behaviors be essential to collaboration between people and
robots? Current investigations in humarrobot interactions demonstrate that when robots
display these capabilities, people perform their tasks more quickly [6,7], prefer the
interactions [8,9] and make fewer mistakes [10] than when robots are less aware.

Four major challenges in making such collaboration and interactiorugcessful include:

1) conversation including with appropriate gestures between robots and people (either as



spoken conversation or in more limited forms);

2) social interaction, including recognition of cultural or social group norms;

3) recognition, responsiveness to and generation of emotion during the collaboration;
4) on-the-spot learning of new tasks relevant to ongoing collaborations.

While researchers have investigated issues directed at some of these challenges, many more
are still only partially understood. Most significantly, there is very little investigation yet, of
behaviors over weeks or months of multiple collaborations.

The small but growing field of HumarRobot Interaction has begun to address these issues.
Several major international canferences are held yearly directed at these matters, in
addition to sessions at larger, general conferences in robotics: ACM/IEEE conference on
Human-Robot Interaction, (HRI, 11th year), the IEEE International Symposium on Human
and Robot Interactive Commnication (RO-man, 25th year), as well as the International
Conference on HumarAgent Interaction, (HAI, 4th year) and International Conference on
Intelligent Virtual Agents (IVA, 16th year) which focus on issues that are directly related to
human-robot interaction.

While one of these conferences has a long history, humanbot interaction as a field of

study is relatively new and is not yet a major focus of scientific research. Interaction, as can
be seen from the great success of Apple products that facan human behavior, is essential
to ease of use and success of use between humans and computational machines. The
problem of interaction with a robot is all the more critical because without it, humans will

fail to understand what the robot is doing, wil assume the robot is acting in one way when
in fact it is responding with different intent, or simply determine that the robot is not a
reasonable collaborative partner. Robotics offers businesses and the military many
opportunities for new markets, andnew help to users across a wide spectrum of tasks and
needs. Making robots useful will depend on making them useable by humans.
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Business Insider online, Oct 19, 2
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Robert Zhang, CloudMinds Technology

The following responses are provided from the perspective of a cloud robot operator. A
cloud robot is a highly intelligent personal robot that performs a wide variety of practical,
everyday tasks that are currently perfemed by humans. Its intelligence is provided by
continuous access to many Al engines in the cloud. A cloud robot operator provides a
platform that enables the interoperability between many cloudbased Al engines and a
variety of personal robots.

1. The legal and governance implications of Al

Existing legal and governance systems will need to be enhanced in order to address issues
emerging from the introduction of Al into society. These enhancements should have a
prioritized focus on the few, esseritil, human valuesbased principles by which Albased
decisions will be made. There are two key reasons for this focus:

i) First, by definition and nature, Al introduces a means of decisiemaking without direct
human involvement. Thus, requiring persigent and pervasive humanbased legal and
governance oversight of the countless anticipated Al applications could have the effect of
preventing this new, promising technology from developing.

An ideal operational structure would be based on widely agreegrinciples for decision



making with the integration of humans in the application level on an as needed basis to
intervene when critical concerns (e.g., safety) arise. For example, a medical professional can
intervene with real-time engagement when a homeare robot is assisting with a medical
emergency for a patient.

ii) Second, from a logical stance, it is impractical for legal and governance systems to
anticipate all possible scenarios of the many applications of Al. Thus the upstream
principles for decision-making are the critical entry point for influencing the impact of Al on
society.

Beyond these two observations, it is noted that Al engines could be certified or otherwise
monitored to confirm their compliance with acceptable essential principleshat influence
decision-making, including when to involve a human. This certification can be
accomplished, if appropriately structured, by the private sector in cooperation with the
government.

Another key insight from the advantage of a cloud robot opdr OT 08 O PAOOPAAOEOAN
practical operational issues need to be resolved that impact important values to society,
namely, privacy, reliability, safety and security.

2. The use of Al for public good

Al offers three primary benefits to society:
i) better intelligence, including sensing
ii) faster decisionmaking

iii) lower cost to perform functions

The combination of these benefits, if harnessed, offers profound value to society. In
addition, a derivative benefit of these three is that moreeyvices could be accessible to
more people.

To achieve the desired economic impact, the implementation of Al across information
infrastructure needs to preserve the quality, speed and cost opportunities presented.
Without such planning, the implementation can unnecessarily become far less efficient and
miss some or all of the potential benefits to society. For example, by being too costly or
unreliable.

Amongst the many opportunities for social good, one of particular concern for our country,

as wellas other regions of the world, is aging. Per the most recent U.S. Department of Health
and Human Services statistics, the current elder population makes up one of seven and but
will grow to one in five by 2040. Caring for the elderly is a demanding taskifanyone, both
mentally and emotionally. A shortage of professionals who are trained to care for these
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seniors will compound the problem.

Al-enhanced cloud robots can aid in the care of the elderly, given that these individuals
often experience challenge in their abilities that rely on physical, cognitive, auditory and
visionary functions. Eldercare robots can supplement their diminishing abilities in these
important areas and thus enhance their health, safety and quality of life. In addition, such
smart companions can fulfill important emotional needs by engaging individuals with social
activities and including them in communities. Although most smart machines at this stage
are still in their infancy, breakthroughs in Al, robotics, computer vision andeep learning
technologies can make significant advances in the coming years.

Beyond elder care, the broader field of wellness is expected to benefit from highly
intelligent robots that can perform a wide range of expert and skilbased tasks.

3. The safety and control issues for Al

A basic highlevel architecture for Al applications consists of many Al sources being
accessed by many devices via higépeed communications networks. There are important
safety and control considerations not only fothese two areas but also for the operational
platforms between them. Thus, for the cloudased Al robots, there are three primary
locations in the architecture that present safety and control challenges:

i) The first location is the cloud platform wtere the Al resides. Examples of safety and
control issues at this location include system failures, hacking attempts to compromise the
Al engines and the unavailability of Al resources.

i) The second location is the smart machines. Since these dewaeill be distributed in
many places, local attacks or physical access are a concern.

iif) The third location is the interface between the Al resources and smart machines. This
interface is often overlooked. Examples of safety and control concerns hénelude
injection of malicious or modified signaling or payload in the protocols used.

For each of these locations, there are special countermeasures needed for each of their
unique sets of issues. For example, for the second location with smart maes in close
proximity to humans, fail-safe designs are needed to avoid no harm.

4. The social and economic implications of Al

History has witnessed three industrial revolutions to date. These technological revolutions



brought 100+X improvements in poductivity. The mechanical, electrical and information
industrial revolutions are how about to be eclipsed by an Al industrial revolution that will
deliver virtual assistance, smart transportation and intelligent automation, to name a few
transformations. The economic impact that is possible with automated, highly intelligent
robots and other devices is profound.

A key milestone for Al to benefit the public and have a substantial social and economic
impact will be the provision of secure access to cloudased Al resources and services. Once
achieved, this capability will accelerate the use of Al for many entities such as small and
medium businesses, government agencies, and academic researchers. This milestone will
also enable startups to more rapidlymnovate in Al applications across many fields, such as
healthcare, transportation, agriculture, government, education, sustainability, and many
others.

5. The most pressing, fundamental questions in Al research, common to most or all
scientific fields

There is one most pressing challenge that should be critical to every scientific field, and yet
is often overlooked in this Internet Age, precisely because connectivity is often taken for
granted. Every scientific field will be a stakeholder for how to amect the many Al sources
to the many potential Al devices. Standard interfaces will be vital if the end user experience
and the end device interoperability potential are to be realized, and this requires much
forethought to be effective.

To focus on ondield of particular interest to society in the U.S. as well as around the world,
additional observations are offered for services applications and in particular for wellness
care. There are five most pressing research challenges for this field:

i) Natural Language Processing. Al needs to enable machines to understand multiple
languages in normal conversation. Robots will have much greater value when they become
capable of interacting with humans with the necessary understanding.

1)) Image Recognition ad Synthesis. Al needs to analyze, process and quantify visual
perceived information so that robots and other smart machines can perform both basic and
critical tasks. In addition, understanding the norverbal communications and visual
expression can praluce profound results in special care such as autism.

iii) Learning, Adaption and Prediction. An exciting opportunity in the wellness field is
the learning from large data sets related to previously thoughto-be unrelated issues. It

will be key here fa Al engines to determine which of a variety of available techniques (i.e.
statistical, analytical and scientific discovery) to use to create value from available data, and
then to adapt to the most appropriate techniques as parameters change.

iv) Planning and Execution. Another key challenge is to organize and sequentially
execute related tasks based on numerous factors. For example, the homecare robot needs to



figure out how to move a patient for medical care purposes.

V) Manipulation and Localization The ability to properly handlez i.e. touch, grasp,
hold, etc. is essential for any robot interacting with humans or other items. Al will also be
needed that can assess situations in order to avoid missing a critical difference between
providing wellness care or causing harm.

6. The most important research gaps in Al that must be addressed to advance this field and
benefit the public

In order for the dreams of Al to become a reality with consistent public benefit, it is vital
that some unresolved aeas of cyber space as we know it be effectively addressed. In
particular, because the criticality and consequences of Al will be so much higher for many
applications, the security and reliability of the networked connections between clouthased
Al enginesand Alenables devices must perform at a higher level than the current Internet
experience. In a cloueébased Al world, network reliability and network security issues can,
unfortunately, translate directly into safety issues. Therefore, the safety and ool of Al
engines and Alenabled devices must be ensured.

To this aim, it is critical that fail safe concepts be implemented consistently and advanced
guality assurance practices such as software fault insertion testing (SFIT) be performed.
When peoge and Al robots are living sideby-side there will a nonzero probability that of
system failures and malicious activity that interferes with the intended operation of robots.
Thus the public needs these gaps to be thoroughly researched and mastered.

7. The scientific and technical training that will be needed to take advantage of harnessing
the potential of Al technology

To further elaborate on a point made above for prompt (6), ultréhigh reliability and ultra-
high security are required for the vability of some envisioned services. Not all such
applications may require this degree of performance, and thus innovation and the
application of Al technology may be unnecessarily hindered if applicatieapecific
performance needs are not factored in. Exaples where lower-end performance may be
acceptable include applications where reatime signaling and control are not critical, such
as the monitoring of agricultural fields and deep learning. On the other hand, retiine
sensitive applications such asloud-based Al highspeed vehicles and surgery may have
very little tolerance for a loss of connectivity or a corrupted control signal.

8. The specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encourage multidisciplinary Al research

It is most critical that the federal government play a role where it is uniquely capable. It



should first seek to do things that other entities are not well positioned to do. There are
three specific aeas that the federal government can address in preparing for the future of
Al.

i) Serve as a convener to initiate new areas of focus and priority.

i) As an anticipated major future purchaser of Abased products and services, commit
early to requiring suppliers of products and services to meet important standards and
performance benchmarks.

iii) Reduce barriers for international cooperation in key areas that will affect the global
supply chain.

9. Any additional information related to Al reseach or policymaking, not requested above,
that you believe OSTP should consider

OSTP should consider the necessity to make use of common definitions for at least the most

central terminology that will be used in the technologypolicy discussion on Al going

forward. An observation of the OSTRponsored workshops held throughout the year was

OEAO OEAOA xAO A xEAA OAOEAOU 1T & AAEET EOEI T O AAE
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Kiana Shurkin, HCC

(1, 2) Among the vast potential applications of information technology and, in particular,
artificial intelligence in government, one of the most predominant is its unprecedented
capacity to facilitate direct democratic input from citizens on a larger scalidan would be
practical in the absence of such technology. Social networks have already been utilized in
several countries to organize largescale, citizendriven governmental changes; both the
2011 revolution in Egypt and the 2009 Icelandic financial gsis protests and subsequent re
writing of the Icelandic Constitution serve to demonstrate the scope of change that can
result from citizens organizing on a scale made accessible by social media. As forums for
peaceful discourse leading to positive changehese tools are invaluable; one way to extend
their positive influence within the framework of our existing system is to utilize new
advancements in artificially intelligent marketing algorithms- the same type of predictive
analytics used for ad targetimg through services such as Netflix and Facebodio invite and
analyze input from citizens on issues that are relevant to their lives and interests. Those
who opt in to such a system could be given a brief survey on the types of issues about which
they would like to receive notices and give input; then, the information they willingly
provide would be combined with automated tracking of their preferences to present them



with a certain number of issues per day or week on which to vote. An analysis of these
surveys, organized by constituency, could then be made available to policy makers to
inform them of the preferences and priorities of those they have been elected to represent.
This type of selective input, made possible through artificially intelligent lgorithms, is as
close as we can come to direct democracy under the current representative system and
given the large size of the populace and number of issues that are discussed on a daily basis.
Such atool, if the data were made open to public viewingould also add a measure of
accountability to political representatives. The system would ultimately serve to increase
the involvement and investment of citizens in government, as well as to ensure that both
citizens and policy makers are better informed

(4) Ethically speaking, the line must be drawn between using Al as a tool and giving
authority over decisions entirely to an artificial system. As these technologies transition
into popular use, people unfamiliar with the ethical considerations and tdmological limits
of the systems will undoubtedly fear some of the changes. One way to alleviate that fear is
to make the system empowering to those individuals, such as through the use outlined
above. The counteexample would be if such technology wassed to predict users'
opinions and send those directly to politicians, without user input or the choice to easily opt
out of the tracking. Taking decisions out of the hands of the people whom the technology is
designed to serve, without allowing them fredom of choice, is where tensions will be
created. This applies to other areas where Al might be applied, as well, such as in direct
decision-making in politics or criminal justice. At least in the beginning, and especially
given the current stage of deglopment of these technologies, two conditions must be
satisfied to ease public concerns; first, humans must work in partnership with artificially
intelligent systems to address public concerns about the capabilities of such systems and,
second, people musbe given options about how much they wish to use the technology in
ways that directly affect their own lives. For example, in a criminal justice setting, someone
involved in a civil case often has the choice of whether or not to request a trial by juiys
technologies advance, a similar choice could be offered for the use of Al.

Respondent 83

Dekai Wu, HKUST & Democrats Abroad HK

Prof. Dekai Wu is one of 17 scientists worldwide named Founding ACL Fellow in 2011 by
the Association for Computational Lingistics for his pioneering contributions to machine
translation and Inversion Transduction Grammars, which are machine learning foundations
underlying web translation technologies like Yahoo Translate, Google Translate and
Microsoft Translate. Recruited asounding faculty of HKUST directly from UC Berkeley,
where his PhD thesis was one of the first to construct probabilistic machines that learn to
understand human languages, he efbunded its internationally funded Human Language
Technology Center which lanched the first Al web translation service over 20 years ago.
Dekai serves as Vic€hair of Diversity for Democrats Abroad Hong Kong, where he has
been active since the 2008 presidential election. (http://www.cs.ust.hk/~dekai)



The following is an edited \ersion of highly received TEDx talks given this season by Dekai
on the social impact of Al (videos in production), that are particularly relevant to OSTP's
guestion #4 concerning the social and economic implications of Al. Unlike his usual
scientific papers, the style is highly rhetorical in order to raise public awareness.

SUPRISE! YOU ALREADY HAVE KIDS, AND THEY'RE Als.

Unless you're one of the last two renegade holdouts still without a smartphone, tablet or

computer? welcome to parenthood. Because thost OA AOOEAZEAEAI EIT OAl 1 ECAT A
raising them. Every time you fire up your browser, news app, social media, webmail, search
AT CETA 10 O EAA AOOEOOAT O 7EEIT A UT O xAOAT &6
you.

ou
O
X
>
)

So are you raising your Als lik any good parent should raise their young?

Because artificially intelligent devices like yours are already integral, active, influential,
learning members of our society. Not ten years from now, not next year, but RIGHT NOW.
machines who learn, and we need to raise Als just like we'd raise young human members of
society.

Just like other kids, our Als are already learning culture from the environment we're raising
them in, and the jobs we're giving them. Strong Al, artificial general intelligence, and
conscious seHaware Als may still be many years away, but learning machines have already
crept deeply into the fabric of our society.

The unseen danger is that as our leaing machines mature, they're contributing the culture
they've learned back into our society. Even more than most humans do. Als are everywhere
and they're already deciding whose ideas you hear, what attitudes to reward, and what
memes are spread. Our Almight be big and dumb, but they're quickly reshaping the

culture that each next generation of Als will learn under.

If you think this can't possibly be true since machines aren't yet seitliant, self-replicating

or independent, then reflect for a momenbn how much societies have historically been

influenced by the cultures of slaves, eunuchs or colonies. Powerful social evolutionary

DOAOOOOAOG AAT AA AQAOOAA AOGAT AU AAOI OO0 xEIT AOAI
WILL change us.

7A86 0A O1 EOGEAA COIl MOEAAEET AO AO 1 AAEATEAAT O1T 11 Oh
notice the fundamental difference when machines have actual opinions, and can actively

shape our opinions.

The evolution of human civilization has been a constant race in our abilitg outrun the



destructive technologies we invent. Today, though, cultures, subcultures, and even radical

fringe cultures are arming themselves with exponentially cheaper Als, robots and drones.

How do we handle a new era when anyone can run down to therogenience store and buy

WMDs?

47 OOOOEOA OEEO 1 AOGAOO AOiI 1 OOETTAOU AEAIT T AT CARn E
to construct a “‘moral operating system'. Kind of like Asimov's classic Three Laws of

Robotics. We bake certain ethical principles to Als, so that they are unable to do the

wrong thing.

"0O OEEO EO A PEPA AOAAI 8 )OO AAT 60 BXGOAESE OIANAOOA
cultures armed with Als.

'TAh AOEOEAAI T Uh xA AAT 380 EAOAXEOA rWwhaEl A 1 AAOI
AEEI AOAT 8 " A A A OxOldey I€anAhg Guliube ardukd\tBe® EMOrAls, ethics,

values have to be culturally learned and sustained, by humans and machines alike.

So what culture do we need to be teaching our Als who are shaping the furtherolution of
I 60 AOI OOOCAe )& xA AT180 xAT O 1 OOOAI OAO O AAOOC
growing Al power?

Evolution works by trial and error. Healthy, peaceful ceevolution of our cultures requires
constructive, continual generation and ewaluation of new ideas, hew memes.

For our cultures to support healthy generation of a wide variation of ideas and memes, we

TAAA O OAEOGA 1')O OiF OAlI OA AEOAOOGEOUh AOAAOQEOEOL
raising our Alsto do todayistheeA AO | DBl OEOA8 7A86 0A OAAAEEI C 1T 0O
chambers, in which we comfortably hear only our own existing perspectives. Whenever we

Al EAE Ol EEAs 10 OEAAOOD 10 0O00AOD 10 OFAOI OEOAS
weonlywantto EOOAT O EAAAO AT A T AT A0 xA Al OAAAU ACOA,
"hmm, might this be right?' or “could this be on to something?' or “not sure | agree, but an

ET OAOAOOET ¢ OET OCEOo28 . 1 x <EtOignore dr uppiebsanyUl O A OAAA
viewpoints other than their own?

10O A1 O OAOPAAOGAEOT 1 PAT 1T ETAAAT AOOh ACAET xA30OA C
mind obvious examples like when users deliberately taught Microsoft Tay to be offensive
AT A OAAEOO8 wOAT 11 TyiteadhiAgourAlstd @wardtrdils, ®A AT T OOAT Ol

reward offensive insults, hate speech and so on. Because those comments get more views,

more likes', more fame like what just happened to Ghostbuster and SNL star Leslie Jones,

driving her off of Twitter entirely. WA AT 1680 EAOA AOOOI T O A O QOEEO E
way to communicate' or “‘maybe reword this please'. Would you teach YOUR kids vindictive

closed mindedness?

For our cultures to support healthy evaluation to yield sound selection of ideas and memes,



we need to raise Als to value fagdbased empiricism and reasoned, informed judgment. And

UAO ACAET h xABOA OAEOGEI C 100 !')YO O Al OEA 1BDPIC
what Al has learned that it should circulate. The faathecking website PtitiFact has been

tracking this for almost ten years. They rated 47% of shareable Facebook memes as either

Q&EAT OAo T 0O QOPAT OO 11 AZEOAoh AT A T1T1U ¢m PAOAAT O
chain emails: 83% were “false' or "pants on fire', ahonly 7% were “true' or ‘mostly true'l

7A ATT60 EAOA AOOOIT O A O QOEEO EO AEAAAOOAITT U xoOI
OET OI AT80 I AEA OEEO OEOAi o8 7101 A UT O OAEOA 9/ 52
mob rule?

Why are we teaching artifA EAT  ET OAT1 1 ECAT AA O1 AT AT OOACA EOI Al
an entire worldwide culture where we only listen to ourselves. We curate our thoughts in

advance.

This will not win the race against time. What we need to set up instead is a culture where

wAd OA OAEOEIT ¢ !')O O OAI OA EAIPEI ¢ OO O1 AAOOOAT A
the right ethics.

So what can YOU do to raise your Als properly?

Teach your Als to look for more diverse opinions. Break the echo chambers.

Click more often on $ories framed in contrasting perspectives, on stories explaining other
cultures. Try to reorientate your perspective.

Teach your Als to be polite and respectful. "Like' or “heart' reasoned, fdwdsed, respectful
discussion® not insults, offensive wording or trolling. Write your comments respectfully

even when you frame things differently, and earn your “likes' that way.

Speak politely and respectfully to Apple Siri or Microsoft Cortana or Google Now or Amazon
Echo.

Try to relate to different subcultures. You know how perfectly well behaved humans often

AAATTA 1T1100A00R TTAA OEAU EAAT OAEAT U ATTTUI EUA
AOEOET GCe $17160 AA OEAO pPAOOIT 11 OEA )1 OAOT AO8 $
Teach your Als to value faebased evalugéion. To value humanity. To celebrate diversity of

ideas, memes and heritages but to also translate the shared values of respect, curiosity,

creativity and finding common ground.

'TA EZ UI O60A A OAAET T 11 CU~> i&d$ oh AeployngRAitd 1 OAOT O T O
EAI D AT A AT AT OOACA OO O1 11T OA TAOOOAIT T U OAI AOGA (¢

world. In my own case, | chose to develop machine learning toward the task of machine



translation, helping people understand each other across languageariers. But there are

innumerable ways we technologists could raise our Als better. Before modern Al and

machine learning, we used to rely on human moderators to stop trolls on BBSes, chat rooms

AT A AEOAOOOETT & O0O0I 68 , A ©dndaniexcase fArisdallow, AAAT U OAE
closedminded hater cultures.

Even from fellow scientists, | hear all too often that we are not responsible for how our
inventions are (ab)used. Yet absolutely no one believes they aren't responsible for their
own kids. And these ARE our kids.

As a species, we humans face major survival challenges. Climate change. Vast wealth
disparities. Arms proliferation.

/ 60 111U EIiPA TAUu AA 1)YO08 7A AAT 80 A£EZAI OA Ol OAE
We need to take personal responsibility for raising ouAls. Because they are our children.
Respondent 84

Andrew Critch, Machine Intelligence Research Institute

From: Andrew Critch, PhD, UC Berkeley, currently a research fellow at the Machine
Intelligence Research Institute in Berkeley, CA, in response qaestions (3), (5), (7), and (8)
as listed at https://federalregister.gov/a/2016 -15082.

Regarding (3) and (5):

In my estimation, the most pressing and likeyto-be-neglected issue in Al research is what

UC Berkeley Professor Stuart Russell has called@OAT OA Al ECiT i AT 669 OEA 1 AO
DOl AT Al T £ AT OOOET ¢ OCI T A Ankibah DtEligenée6ByET A | AAEET
OET OAT 1 ECAT AA6h xA 1T AAT OEA 1T AAEET A80O CAT AOAT AA
toward an objective. Expert surveys [Gras, 2015] produce median estimates between

2040 and 2050 for when fully automated supethuman intelligence will be possible, but of

course such timelines are highly uncertain. Nonetheless, developing a new field of research

is a slow and arduous processoswe must begin now to have solutions in place well in

advance of when they are needed.

The full problem of Al value alignment is, in the long run, much more important than
nearer-term problems such as selriving car accidents or malfunctioning housebld

robots. A highly effective decisiormaking system optimizing for an objective misaligned
with human interests could have drastic and permanent effects on the whole of society that
perhaps no human would approve of. Hence, while | do not believe thablic fear
surrounding this issue is currently warranted, | do believe it is in need of serious research



attention as a technical problem.

Fortunately, some longterm Al safety issues can be seen in more concrete and tractable
forms for nearer-term AlsyOOAT Oh AO AAOAOEAAA ET 11T ClA

3AEAOUG ¢! I TARE AO Al h ¢mpoeyYh AT A AACEITET ¢ OI

their more difficult versions for human-level and superintelligent Al systems.

However, other seriaus problems with controlling super-intelligent Al systems will not be
apparent in nearterm technologies, and so we may be unprepared to deal with them if we
employ only the nearsighted view. A better understanding of how idealized Abased
agents will operate from within virtual environments is needed to extend classical game
theory and mechanism design theory for controlling Al systems, as can be seen somewhat in
the work of [Tennenholtz, 2004] and more robustly in [Critch, 2016]. To give a specific
example: we know that Al systems could in theory coordinate with or threaten one another
via mechanisms that do not involve an open communication channel, by running
simulations of each other and/or writing mathematical proofs about each other. This can
lead to behavior that is extremely counterintuitive, even to expert computer scientists. In
particular, Al systems can employ strategies [Critch, 2016] that are impossible, even in
theory, for the type of theoretical agents that game theorists currentlytady.

Fortunately, there has been some recent effort in formulating the Al alignment problem to
stimulate present-day research, such as by [Soares and Fallenstein, 2014]. Valuable early
solution attempts are being proposed for how we might cooperate wit machines to teach
them our values [HadfieldMenell et al, 2016], and how we might specify objectives to
machines in a way that avoids extreme behavior [Taylor, 2015]. Some progress in
understanding the game theory of artificial intelligences was made Hyrallenstein et al,
2015], but these are still early steps in my opinion, similar to those made by [Von Neumann
and Morgenstern, 1944] in their original formulations of game theory. Taking a broad view
of the research landscape, there are probably manyare fundamental confusions and
misunderstandings about how future Al systems will be behave that have yet to be
uncovered, and that are necessary to prepare for the safe development of highly intelligent
machines.
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for the machine to work around our constraints.

Therefore, in training the scientists who will eventually develop it, more emphasis is needed

iIT A OOAAOOEOU 1 ET AOGAOG6d T AI AT Uh O OdATT U ETT x
search creatively for ways in which it might fail. Lawmakers and computer security



professionals learn this lesson naturally, from experience with intelligent human

adversaries finding loopholes in their control systems. In cybersecurity, it is commao

AAOGI OA A 1 AOGCA EOAAOQCEIT 1T &£ 20%$ OEI A O xAOA AAOQOOA
system, as a way of finding loopholes.

In my estimation, machine learning researchers currently have less of this inclination than

is needed for the safe longerm development of AGI. This can be attributed in part to how

the field of machine learning has advanced rapidly of late: via a successful shift of attention

toward data-A OE OAT | O AAEET A 1 AAOT EERQEQADADPBADI AEAT AOE
fashionedd 6 h OOOAOEOOEAAI 1 AAOTET ¢ OEAT OU6Qq APDPOIT AAE
just build something and see what happens than to try to reason from first principles to

figure out in advance what will happen. While useful at present, of course weahd not

approach the final development of supeintelligent machines with the same tryit-and-see

methodology, and it makes sense to begin developing a theory now that can be used to

reason about a supetintelligent machine in advance of its operation, ean in testing phases.
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institutes, universities, and philanthropies to encourage muliA EOAE DI ET AOU 1) OAOGAA

| predict two major problems with how institutions might handle the problem of Al safety in
the long term:

Problem 1: Itis tempting to push for progress in machine value alignment by fueling public

alarmism about the issue. However, rallying public concerns before experts have had time

to think carefully about it will actually worsen the longterm quality of the surrounding

discourse. When challenged suddenly by public criticism, experts can become defensive
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broader public can result in problems being taken less seriously by scientists.

Solution: We must nurture the scientific community to think about these mblems first, so
that they have satisfactory and wellconsidered solutions on hand when the time comes that
public concern is more warranted. Many researchers are motivated by fruitful and
stimulating conversations with peers, and so supporting confereres lead by researchers
such as Stuart Russell who have already given the value alignment problem a great deal of
thought can help drive technical progress. This can and should be done without appealing
to public alarmism for justification.

Problem 2: Ifthe future institutions (governments, corporations, or combinations thereof)
developing artificial general intelligence (AGI) are engaged in a competitive race to develop



it first, they will have less time to implement sound solutions to the machine value

alignment problem when they approach levels of machine capabilities that would warrant
concern. Indeed, companies currently racing against each other in Al development have no
short-term incentives to consider and prepare for longerm risks to society atlarge. This
problem is extremely important to avoid, since the harm that could be done by a misaligned
super-intelligent Al system greatly outweighs the harm that would be done by any of these
institutions losing a race to another. Thus, future institubns must be situated and

prepared to cooperate in order to enable a cautious approach to the deployment of AGI after
passing milestones indicating sufficiently advanced Al capabilities, and race dynamics must
absolutely be avoided during that period.

| am currently uncertain as to how to best achieve this cooperative state between nations
and companies, but as a researcher | do know that time pressure to develop Al quickly will
be a bad situation for solving the more difficult problem of controlling it
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Sonia E. Miller, S.E. MILLER LAW FIRM

(1) Al is set to revolutionize all industries, advance paradigm shifts in workflow, flatten the
structure of organizations, create cosefficiencies and faster ROI. Within the legal
profession, Al isset to change the way lawyers think. Equally, Al challenges the definition of
what constitutes the practice of law. That raises the question: "Does Al constitute the
practice of law?" The answer to that question as a result of Al and machine learning has
great implications for the legal profession. Additionally, who (or what) is held responsible
and accountable for errors, injuries or unexpected and unintended consequences? Tort law
and product liability will need to be revisited, as well as employment andgency law in
relation to Al. As a result, the traditional legal models may need to become more adaptable
to change to make room for innovation and the effective advance of Al. (9) The current
educational system continues to be stuck in the past and inapgpriate to teach students
innovative emerging and converging technologies. The educational frameworltor all
degrees, as well as those not yet developedeeds to be overhauled, rethought and
redesigned to effectively and efficiently prepare 21st Centy students for industries and
multidisciplinary work that may not even exist yet. We need to learn to think in the future.
Precedence was good for the past, and still may have its place in the today. However, for the
present and the future, proactivethinking needs to be at the helm driving the effective
advance and anticipated transformative societal changes of Al.
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Nick Brestoff, Intraspexion, Inc.

On June 22, 2016, | wrote a comment to the EEOC's Select Task Force on the Study of
Harassnent in the Workplace. Here's a summary of what | wrote:



First, under There Is a Compelling Business Case for Stopping and Preventing Harassment,
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often focus on legal osts, and with good reason. Last year, EEOC alone recovered $164.5

million for workers alleging harassment- and these direct costs are just the tip of the
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correctly, middle-managers and firstline supervisors in particular can be an employer's
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30 years has not worked as a prevention toalit's been too focused on simply avoiding legal
liability.

What's missing?

Al, in the form of deep learning, and there is a way to train a deep learning algorithm to
enable employers to be alerted to a risk aliscrimination, including but not limited to the

risk of harassment. With an early warning, company executives can address the risk and,
hopefully, resolve the matter before any adverse job action, or other form of damage, takes
place.

| received no repl to my letter. How can government, in this case the EEOC, encourage
companies to use deep learning to provide an early warning of litigation risk, in this case the
risk of employment discrimination.

Less litigation of any kind is a good thing. It mearthe fewer rights were violated; fewer
people were injured or killed. Less of this particular type of lawsuit is a very good thing.
END

Respondent 87

Deborah Johnson, University of Virginia

Reframing Al Discourse
Deborah G. Johnson, Universitof Virginia Mario Verdicchio,
University of Bergamo

We are concerned about how Al research and products are conceptualized and presented to

the public. We believe the way this is currently done is misleading thaublic and Al

researchers themeselves, especially in the discourse around-80A1 1 AA OAOOT T 111 6O
OAAET 111 CEAOS O 6061 T1T1TuUd EO OOAA AU 1) OAOAAOAE



of computational behavior, and the multiplicity of meanings oftie term leads to
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human control, worthy of concern and even fear. We argue that the discourse is impeded

by confusion about what Al is (and how it is autonomous) and whatwd A1 1 OOT1T AET OAAET E
A1 ET AT AGOGsh AT A xA T ££AO0 AT Al OAOT ACEOA OA@T 111 L

A New Taxonomy

Our proposal for a new taxonomy recognizes two distinct entities: computational artifacts
and Al systems. Computational artifacts are digital entities and Al systerosnsist of such
artifacts together with human actors and social systems.

A computational artifact is an artifact whose operation is based on computation. Al
researchers are generally focused on a special type of computational artifact: those meant
to mimic activities that are typically human, like reasoning, making decisions, choosing,
comparing, etc. The first and simplest type of computational artefact is a program.
Programs receive digital input and produce digital output. The operations of a program
remain in the digital realm.

7EAT EO AT i AOG O DOl COAi Oh OAOQOITTIT U8 OAEAOO OI
the behavior of the execution is explicitly specified in the code step by step from beginning

to end, autonomous programs include instrations using the results of computations to

establish the next opearational step at run time. An effect of this kind of autonomy is that a

person cannot easily foresee every step the program will go through. This unforeseeability

(to humans) results fromthe fact that new data to be processed will come from prior steps

ET OEA DPOI COAIi 60 AgAAOOEIT8 !'1T AgAiPI A EO A OAT A
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a result thatappears to be random. We mention the unforeseeability of the results of this
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machines.

All computational artifacts have some form of embodiment insofar as they are in mguters,
however, we can distinguish a second type of computational artifact as having a form of
embodiment that allows it to receive input from the external environment, the nordigital
world. These are computational artifacts with sensors. Perhaps tlsmplest example of
such an entity is a thermostat connected to sensors that detect temperature; this analog
information is translated into digital form so that it becomes input to the program.

In this type of computational artifact, autonomy is differet and expanded in the sense that
the program not only builds on data from prior internal computations, it also receives input
from the external environment. Here we are distinguishing the random number generator
whose operations remain always in the digal realm from the thermostat, which receives
input from the external environment, the analog world.



Unforeseeablity is compounded here in the sense that a person cannot know two things.
The person cannot know what specific input the program will receig from the external
environment and how multiple computations using the input will lead to results used in
subsequent computations. Nevertheless, the unforeseeability is limited because the
programmer had to specify the kind of analog input that could beeceived and the kind of
digital output that could go into calculations.

A third type of computational artifact both receives input from the external world and
moves in the external world. These are computational artifacts with sensors and actuators.
We generally call such entities robots. Robots have mechanical parts that allow them to
move and, of course, their programs include instructions aimed at controlling those parts.
Here, again, autonomy is different and expanded in the sense that robots naotlyreceive

and process input, but affect change in the external (nedigital) world.

The unforeseeability of a robot is different from the other two types of computational
artifacts, but it is still limited. Consider the case of a Roomba. Although iteovement is
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person can be confident that the Roomba will not behave in certain wa. For example, one
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included anywhere in its program nor does the robot have the mechanical parts (the
actuators) necessary for such behavior.

Fear and concern aboutincontrollable Al seems to be tied to (or to result from) claims

about the unpredictability of Al robots. Because predictability has to do with not being able

to foresee the input a robot will receive from the environment and prior computations,

predictability is in part a function of the observer (predictor). The less knowledge an

observer has of the software and hardware, the more unpredictable its behavior will seem.
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knowledge of the environment in which it will be released, could predict its behavior.

Unpredictability is often thought to occur or increase when software is programmed to

learn. Learning can play a significant role in seeming to expand the autonomy of

computational artifacts. If the artifact is able to acquire new patterns of behavior by means
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Roomba whose hardware includes a camera able to capture an image of evalject the

robot is about to suck up, and a sensor that detects when an object is too big and will likely
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current input of the camera with stored images of previously kcountered objects, this

Roomba might learn to avoid certain objects just like it already avoids furniture. Moreover,

a Roomba might learn by receiving negative feedbacks from its owner (e.g. because it has

sucked up a piece of Lego). The negative feedbaakes the form of new inputs for the

operation of the learning software.



Even when robots learn, their autonomy is a matter of programmed instructiong
instructions that may make the behavior of the robot difficult for some to predict, but not
impossible in the sense that the behavior will be within the boundaries specified in the
program as well as the boundaries of the hardware.

In addition to programs, computational artifacts with sensors, and computational artifacts
with sensors and actuators, & propose that Al discourse be expanded to include an entity
that we refer to as an Al system, consisting of a computational artifact together with the
human behavior and people who make the artifact useful and meaningful. For any
computational artifact to be used for a realworld purpose, it has to be put into some
context in which there are human beings that work with the artifact to accomplish the task.
Human actors may be required to launch the computer in which the computational artifact
resides, moniit © OEA AOOEZAAO80 1 PAOAOCEITh CEOA EO
the artifact will have meaning to the humans involved. Imagine here an extremely well
designed Al program for a new form of monetary exchange, e.g., bitcoin, airline miles.
Unless the program is connected to other computers, it has no reabrld functionality.
Moreover, for it to become a new monetary system, networks of people have to recognize
computer configurations in the system as having value, and they have to acceptsk
configurations as a form of money.

The design of Al systems like the design of other sociotechnical systems involves decisions
about how to delegate suktasks among humans and notumans. Taking a very simple
example, when it comes to heating a buildg, the furnace is assigned certain tasks and the
thermostat others. These components work together with humans delegated with the task
of deciding where the controls will go and setting the temperature on the thermostat. Of
course, this might be done wh a program, but even here a person would have to set the
parameters of the program.

Unquestionably, more and more tasks are being delegated to computational artifacts and
that is why it is so important to remember that humans are always part of the sysin.

Confusion about Autonomy

Given what has been said about computational artifacts, the fear and concern being
expressed in the public discourse about Al does not seem justified. The range of possible
outputs in a computational artifact, even those wh sensors and actuators and embedded in
social arrangements, are specified by the parameters in the instructions of the program and
are limited both by the programming and the limitations of the hardware.

Nevertheless, when the public, the media, and gane who is not familiar with the workings
of computers is told that machines have autonomy, it conjures up ideas about an entity that
has freewill and interests of its own. Here autonomy refers to the characteristic of human
beings of having the capacityo make decisions, to choose, and to act. This notion of

ET DOC



autonomy has traditionally been used to distinguish humans from other animals. Only
beings with autonomy can be expected to conform their behavior to rules and laws. Indeed,
when it comes to moralty a distinction is made between entities that behave according to
the laws of nature (e.g., the leaves of a tree turning towards the sun) and entities that
behave according to the conception of law (e.g., a person choosing to keep a promise or tell
the truth or not). Although human autonomy may in certain contexts be a useful metaphor
for the autonomy of computational artifacts, some scholars get caught up in the metaphor
and seem to forget the difference between the thing and its metaphorical parallel.

Sociotechnical Blindness

Discourse about Al is often blind to the human beings and human behavior that constitute
Al systems. What we call sociotechnical blindness, i.e. blindness to all of the human actors
involved and all of the decisions necessary to ake Al systems, allows Al researchers to
believe that Al systems got to be the way they are without human intervention. This
blindness facilitates futuristic thinking that is misleading. It entirely leaves out of the
picture the fact that to get from curient Al to futuristic Al, human actors will have to make a
myriad of decisions, like what sort of research to invest in, what kind of parameters to put
into the software, what kind of hardware to develop and connect to computers, in what
contexts to embedthe artifacts and what social arrangements to set up to launch, monitor,
and maintain them. Moreover, in order to get to a future in which computational artifacts
AGEEAEO AAEAOEI O OEAO | ECE Gp GAROAGADEITAGS O EED IAKTh
will have to agree to use language in that way and to accept the use of these terms when
applied to computational entities. Neglecting the human actors in the development of a
computational artifact makes the artifact seem more unpredictable than it actulg is.

Conclusions

We have argued that discourse about Al leads to misunderstanding and ultimately fear of Al
because of two problems in the way Al is discussed and presented. The first problem is
confusion about autonomy and the second is blindness the human actors and behavior in
Al systems. We believe that these problems can be diminished by changing Al discourse to
make use of a taxonomy that distinguishes different types of computational artifacts (and
different kinds of autonomy) and Al socitechnical systems. When this shift in thinking is
made the nature of autonomy in Al systems can be clarified and the human actors who are
an indispensable part of Al systems can be kept in sight.
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Nick Brestoff, Intraspexion, Inc.

Al in the text form of deep learning depends on the existence of a large amount of text that
is already classified.

In the context of product liability, we would be wise to train a deep learning algorithm to



find the RISK of litigation while it is still behind the frewall and before the damage is done.
But the law and a regulation stand in the way.

The law is section 6(b)(5) of the Consumer Product Safety Act. The regulation is 16 CFR
1101.61(b)(3).

But why?

So the background is this: in an investigation, thedisumer Product Safety Commission
may collect "dangerous documents" from target companies. In a lawsuit, these documents
would be called "smoking guns.”

For the benefit of the general public and to make better use of this data, it should be made
available as a training set.

But wouldn't industry object? No, provided that the "dangerous documents" were redacted
to mask the company and product names and descriptions. Then, with that protection in
place, these same companies would benefit from an early wang system which would help
them prevent, avoid, or mitigate the enormous costs of recalls and lawsuits.

We proposed this idea to the CPSC. But the CPSC would not take it further because the
regulation was in place and the CPSC had no funds to either tawot the companies to get
their permission or to get the redaction accomplished as a precondition to receiving
consent.

There ought to be a way to remove these obstacles and to achieve so much benefit: better
value for our tax dollars; less injury and dath; lower costs to our private section.

That's the way to use deep learning.

In fact, this proposal should be generalized, so that the federal government, as a collection
of agencies, considers ways to use the data which describes past risk to enabilegie
companies to identify and avoid future risk. END
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Michael Covington, University of Georgia

Response from Michael A. Covington, Ph.D., former Associate Director and now Senior
Research Scientist Emeritus, Institute for Artificial Intellgence, The University of Georgia

These are brief remarks, not a full response to all questions.



(5) Pressing questions: Avoid being too narrow.

It is a mistake to believe that Al is a single narrowly defined research area or that a
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That is 1950s mythology. Current neuroscience shows that the human brain has a large

number of different functions, and just as IQ tests are no longer considered a good measure

of the vdue of a brain, no single Al technique is ever going to supplant all prior Aike

technology.

It is also a mistake to think that all of cognitive science is just computer programming (the
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an environment, and interaction with that environment is how it functions. It is crucial to

study not just the mind and computation, but also the kinds of realorld problems and

information that the mind deals with.
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away from fundamental questions toward gadgeteering.

(6) Research gaps: We need inteperable opensource software.

There is an acute need for dissemination, in usable form, of existing (but relatively new)
software technology. Software for natural language processing, image analysis and
recognition, neural networks, machine learningetc., needs to be made available in easy-
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parser. Crucially, it is provided free of charge and comes with the data (dictionaries and
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I would like to see an initiative to create and distribute interoperable opersource Al
software tools and components, using a widely available programming language, not tied
closely to any single operating system, and with no restrigins on commercial use (because
we researchers cross the border between neprofit and potentially commercial work
constantly in daily life). Generalpurpose programming languages such as Java and C# are
good for Al work these days; it is no longer neceasy to use Lisp, Prolog, or Smalltalk to get
good versatility and performance.

(7) Training: Not just computer science.
Crucially, Al is interdisciplinary. It is not just computer programming; it involves the study

of human thinking and of problems ttat human beings solve in any application area. Thus,
there is no area of human thought that it does not touch. | regret the extent to which Al has



come to be housed within computer science departments, excluding linguists, psychologists,
philosophers who study cognition and logic, and researchers in all the application areas.
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lan Goodfellow, OpenAl

I am submitting this response on behalf of OpenAl. The response is joint work with my
OpenAl colleagues and Bloomberg reporter Jack Clark.

(3)

Long-term: Over the very long term, it will be important to build Al systems which
understand and are aligned with their users' values. We will need to develop techniques to
build systems that can learn what we want and how to help us get it without neaty

specific rules. Researchers are beginning to investigate this challenge; public funding could
help the community address the challenge early rather than trying to react to serious
problems after they occur.

Another major potential problem is Al techndogy being deliberately used to cause harm, for
example by criminals or in conflict. This possibility motivates increased funding for

research into computer systems security, increased adherence to general computer systems
security recommendations, and resarch into security from a machine learning perspective

in particular. More broadly, we expect that research into Ainediated conflict will be
necessary for law enforcement and defense to remain effective against future attackers.

Near-term:

Current madine learning systems are already sufficiently advanced to have security and
privacy issues.

As an example of a security issue, current machine learning systems are vulnerable to
OAAOAOOAOCEAT AgAipi AdG8o ! AOAOOA OEAmoditfedtd i D1 AO
cause machine learning systems to process them incorrectly. For example, a photo of a stop
sign might be subtly altered in a way impossible to discern with the human eye that causes

a machine learning system to miglassify it as a yield signThe modification could be so

subtle that a human observer cannot see it. Because an adversarial example that affects one
machine learning system often affects many others, it is possible for an attacker to train

their own machine learning model, design dversarial examples that affect it, and then

deploy these adversarial examples against other machine learning models, without access
to the systems being attacked or even a description of the systems to attack. We expect that
in the future, more sophisticaed uses of adversarial examples may be possible, and that
they could have important implications for law enforcement and the military.

For more information, see the following publications:

AOA



a) https://arxiv.org/abs/1312.6199

b) https://arxiv.org/abs/1412.6 572

c) https://arxiv.org/abs/1602.02697

d) https://arxiv.org/abs/1605.07277

e) http://arxiv.org/abs/1607.02533

The government should prepare for malicious use of adversarial examples (see papers 'c'
and 'e' for practical demonstrations) by investigating tle extent to which it uses machine
learning in situations where the presentation of an adversarial example could have adverse
consequences for example. it would be helpful to assess the vulnerability of military self
driving vehicles to adversarial exampés embedded in local street markings and signs,
benchmarking the performance of such systems on adversarial examples, and by funding
research on defense against adversarial examples.

We also encourage funding research on privacy mechanisms such as diffdral privacy.

This ensures that the deployment of machine learning systems does not inadvertently
reveal information about the private data used to train them. Current machine learning
systems are not defended in this way, so malicious actors may alsodide to examine
systems that use machine learning and recover information about the training data that was
intended to be kept private. For example, if a medical diagnosis system is deployed widely,
malicious actors may be able to recover confidential medal data concerning the patients
who were used to develop the system.

One existing obstacle to machine learning security research is that it can be difficult for
academic researchers to study machine learning security, because it is difficult to
categorize. Funding agencies and publication venues that focus on machine learning tend to
say that this is security research, while venues focused on security say that it is machine
learning research. The government can help by encouraging interdisciplinary resedr.

(4)

Advances in Al will eventually cause most jobs to become obsolete. Previous technological
advances have made some jobs obsolete while replacing them with new ones (e.g. jobs
related to caring for horses were replaced with jobs related to maintaimig cars), but Al will
result in most people becoming permanently unemployable. It is difficult to predict exactly
when and how this will happen, but it is important to understand that many changes will
happen suddenly (e.g., 3.5 million truck drivers and any additional truck stop diner and
hotel workers suddenly unemployed within a short timespan as soon as selfiving trucks
are ready). New Al techniques can be transferred from research into products in a matter
of weeks, versus months to years for tygal industrial R&D. This is a pattern of
development many OpenAl researchers saw at their previous employers, such as Google.
Because these economic changes will be sudden, it is important to prepare for them ahead
of time, rather than forming a strategy #er the fact as a reaction. The government prepares
plans for various natural disasters and terrorist attacks. A sudden and significant rise in the
number of working-age civilians not participating in the labor market should be another



such scenario thathe government should prepare for.

(7)

We generally agree with existing White House economic reports supporting increased
funding for early childhood intervention. Additionally, universities should be encouraged to
offer more flexible computer science crricula that allow students to spend more time
studying probability, calculus, and advanced statistical methods rather than the traditional
graph theory and combinatorics.

(8)

Funding could be provided to conferences such as NIPS, ICML, ICLR, Usenix akth,

and journals such as JMLR. This funding could be made contingent on the inclusion of

OPAAEZEA ET OAOAEOAEDPI ET AOU AAOACi OEAO OOAE AO O-

ET AOOOOEAO ET Al i AET AOEIT T xEGRIFhgoly OOAE AO O!) A
1 00T 1T AGETT o6h AT A O 1 l-aderkfied 6f encdu@ding therdpdA A OAAT T A

adaptation of Al systems from research into realvorld applications which can in turn speed
progress. As described in response to #3, it is often difficulbtpublish within such inter-
sectional categories. Organizations like ONR, DARPA and the NSF could make funding
available here.

)

Most of the world's top machine learning researchers are not US citizens.-0&sed
institutions including OpenAl rely heavly on recruiting international talent. Fortunately
non-UScitizen Al researchers remain very attracted to pursuing their careers in the US, but
restrictions on immigration often make this quite difficult both for the institution and for

the researchers whoimmigrate here to help build a stronger country. A smoother
immigration process for skilled workers would benefit both the researchers and the US
tremendously. Moreover, immigration of talented machine learning researchers to the US
will lead to the creation of new enterprises and jobs for American workers, rather than
crowding out US researchers.

The race to hire Al researchers by companies is extremely competitive (see, e.g., Economist
1M$ baby article?)? this reflects the fact that whoever will have a edge in their Al
systems is very likely to outcompete others. The same is true at the national level. If other
governments/countries edge out the US in Al development, it'll enable them to csmart

us. For example. China has made robotics one of tisn priority strategic industries' for its
2016-2020 economic development plan (Page 4:
http://www.pwccn.com/webmedia/doc/635835257136032309_prosperity_masses_2020.
pdf). Robotics development is bounelp with Al development as part of a wider 'smart
manufaduring' initiative. These plans yield meaningful outcomes: the preceding fivgear
plan made semiconductors a priority (https://www.pwc.com/gx/en/technology/chinas -
impact-on-semiconductor-industry/assets/pwc -china-semicon2012-ch6.pdf) and led to

the world's most powerful supercomputer (as of June 2016) relying on Chinestesigned



'Sunway' semiconductor IP(https://www.top500.0rg/lists/2016/06/), rather than chips
from Intel (USA) or Fujitsu (Japan) as is the norm.
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Victor Viser, Texas A&M Uniersity Galveston Campus

Transpersonal Artificial Intelligence Communication (TAIC)
Dr. Victor Viser
Texas A&M University Galveston Campus

What becomes of the very slightest information flux remaining of the interpersonal
communication moment? Arehese bits and pieces, in their summary, formative of a latent
and unknowable, yet entirely necessary, background of self that we call experience or
wisdom? an intrapersonal reflexiveness (be it conscious or otherwise) that is vital to
proper interpersonal and transpersonal communication? If so, what is the implication for
an orrgoing emotional nexus of human intelligence (HI) naturally imbued with such
collective flux and those devices utilizing artificial intelligence (Al) to serve the public good?
In this response to the Science and Technology Policy Office RFI regarding Al, | will
specifically address questions 4, 5, and 6, as well as the notion of muisciplinary Al
research that is part of question 8.

The Social and Economic Implications of AlQuestion 4)

The assumptive character of humans, driven by expectations is, of course, a primary
cause of miscommunication. Assumptions signal errors that often compound into
communal and global problems. However, assumptive thinking is also at the heafttrial -
and-error modalities of learning that can evolve into critical thinking. That is to say,
complex reasoning is the product of learning to distinguish fact from fiction, empirical truth
from con, resultant of an internal collectivity of clues buti over the life of the being. As
notions of perception, these clues can be manifest in a salient awarengssn ongoing
process of immediate recognition of the percept in a cognitively tangible (if only cortextual)
sense. However, more often than not, peeption is the result of a process of overlapping
templates of cultural cognitive awareness operating subconsciously. Itis here, in the
analytic realm, where the flux of experience seeks to interface with the percept. Insofar as
this is a conjunction d HI and Al, it is a modality | refer to as transpersonal artificial
intelligence communication (TAIC). As concerns the present question, TAIC means that
what elements of experience humans consider important to maintain should be the same
consideration replicated in the Al entity. Indeed, this is what defines the very notion of a
social implication of Al. To be social is to understand and demonstrate a capability to
interact transpersonally via an acceptable collection of experiential clues. Inclusior BAIC
capabilities, challenging as it is, will be the differentiating factor in what we see today as the
stunted, halting, and algorithmically contrived interpersonal communication of Al entities,
and a completely natural Al presence vig-vis social comnunication skills.



To operate in such an apparently naturalized (social) state, Al, like HI, must be able
to draw upon knowledge in the shadowg information stored as latent perception. In short,
as

TAIC, p.2

daunting as the prospect seems to us nofand has seemed so for several decades), to
imbue a more naturalized seamless social integration of Al and HI, TAIC will require Al to
function in a

more agile state informed by a greater radix economy that can accommodate nuance
memory recall in terms ofverbal and nonverbal communication (both intentional and
involuntary). It will require movement, as it does in human genetics, into quaternary logic.
With such HI capabilities, Al can begin to provide more and more realistic presence for
social interadions with humans. The implication of this is that humans will reciprocate
with increasingly naturalized social awareness vis-vis Al. This is, after all, the chief goal of
Al research and implementationz to make the HI/Al interaction as seamless andsanatural
as possible. Therefore, TAIC must be (will be) employed to advance Al from its present
artificiality to next -stage presence in social interactions within areas associated with
national priorities. The implication of Al employing TAIC is that fture generational

cohorts, interacting with more naturalized Al, will be more comfortable in HI/AI
interactions, and eventually so to the point where the social threshold between the two will
become seamless, nonconscious, invisible.

The Fundamental Qestion in Al Research (Question 5)

All forms of successful Al invention have one thing in common: The quest for Al
transactional communication capabilities. No matter the scientific or economic field of
research connected to Al phenomena, all is lost ihé¢ absence of decodable and
understandable communication in the HI/Al interaction. Therefore, the fundamental
question in all Al research going forward (particularly Al employed in humanoids or other
three dimensional engineering) will be how robust the tansactional communication is in

the HI/Al interaction. Again, development of TAIC capabilities within Al means modeling
transactional communication that draws upon latent, even subconscious, knowledge
resultant of experience. This is clearly problematias it necessitates the construction of a
theoretically intra-Al reality that transcends its very constructedness. In other words, for
Al to realize its promise as a positive factor in economic growth, a tool in healthcare,
environmental science, and eduation, and a facilitator in government/public engagements,
it must first be capable of transacting with the humarike quality of social sensibility, and

to do so in a way far from the mechanistic responses we see in Al today. It is what humans
(usually) expect of each other and eventually what will be expected of Al entities. To this
end, Al will eventually push past the constraints of machine learning and move into the
realm of human learning models that depend upon entrained and tentrained experiential
memory/information. Presently, this is one of the biggest challenges facing Al research.
TAIC research is set on the path of developing Al social sensibility and hopefully will inform



the transactional communication research question that is part angarcel of every Al
project.

TAIC, p.3

Al Research Gaps (Question 6)

While Al engineering technology and function/movement control software
innovations are advancing a relatively brisk pace and such innovations are increasingly
geared toward benefitting the publicz there are obvious gaps in research to develop and
employ HI/Al transpersonal communication. TAIC is a critical research component for both
tactical and strategic HI/Al interactivity, and it is foundational to the creation of the
naturalization necessary for general public acceptance of Al in their everyday lives. That is
to say, there is scant research being funded or engaged that addresses the naturalized
transactional communication capability of Al informed by the latent, yet absolutely
necessary, collective of experiential memory such that the HI/Al interaction is perceived by
humans as both credible and normalized in every sense of those terms. Without an
interdisciplinary TAIC investigative agenda as a partner of engineering technologyd
control software research, the time to fruition of a publically beneficial Al integration will be
unnecessarily lengthened. The research gap existing between the engineering/control
functions on one side, and a noartificial Al personification durin g the HI/Al interface on
the other, must be eliminated. To be sure, it will be eliminated if and when enough research
effort is put toward the question. That we hesitate at all for this critical Al communication
component while we await more solid resuls in engineering and control means that we
shall be behind the curve for some time when it comes to advancing Al to the extent that it
will truly and continuously benefit the public. It should added that this lack in TAIC
research efforts and funding isperhaps, resultant of a lack of understanding of
transactional communication theory and its importance to Al for public use by many of
those working on the engineering/control side of the Al research equation.

Multi -disciplinary Al Research (Quesbn 8)

By its very nature, TAIC research requires a mutiisciplinary approach that
includes many forms of engineering working in alliance with communication researchers
and theorists from a variety of specializations. To this end, there should be greaNSF
grant opportunities that encourage interdisciplinary Al research between engineering,
communication, kinesiology, and other associated departments. Indeed, rather than
marginalizing, even discouraging, the discipline of communication as an educaigl
afterthought to STEM areas, this research field should be held as primary to the purposes of
Al. For what is the purpose of Al if not, ultimately, that of communication? Specific steps
should be taken to ensure interpersonal communication (and by eghsion, transpersonal
communication) is emphasized in secondary and higher education, and that the ends of Al
as a functional tool for the public good are seen as just as

TAIC, p.4



important z if not more soz to the means. While Al slogs through mostlalgorithmic ways

to solve the naturalization of the HI/Al interface (a track that has been unsuccessful in
terms of naturalization), TAIC research seems to be in the vanguard insofar as it recognizes
as vital that which traditional Al research typicallyignores z experience as knowledge in the
shadows of the Al memory.
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Principles for Regulating Intelligent Systems
Kentaro Toyama (XXXXXXXXX)

W. K. Kellogg Associate Professor
School of Information
University of Michigan

The year is 2032. A social media company called Gryzzl is running a sophisticated Al system

that is set to maximize company profits given all the data it has access to. The system has
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has run millions of A/B tests on its 4.5 billion users to understand how they respond to

different social media stimuli. In August 2032, the system arrives at the following

conclusions (translated into English fromthe internal computer representation):
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States. (This could be because Party A favors the strict enforcement of a particular trade
agreement that favors Gryzzl, whildParty B does not.)

== A Gryzzl user who leans toward Party B is 1.3% more likely to vote for Party A than
0AOOU " EZ OEA OUOOAI Aogbpl OAO OEA OAAO O omnb 11
affiliated friends than the default.

== If 0.5% of the PartyB-leaning Gryzzl users in five swing states were to switch their vote

to Party A, it would dramatically increase the likelihood that a candidate from Party A is

Al AAOAA ET OEEO UAAOS8O POAOGEAAT OEAI A1 AAOGEIT 1T 8

Set as it is to optimize company profits, the sgem implements the obvious action: It

Agpi OAO 0AOOU " OUIi PAOEEUAOO ET OEA EEOA OxEITC C
Party-A-affiliated friends.
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This is a frightening scenario, but we are already very close to it here in 2016. In fattet
only science fiction in this story is that a single Al system could arrive at these conclusions
autonomously. The rest could happen today, with support from current Al. The bulleted
conclusions are all very realistic possibilities. The final actiog of exposing Party B
sympathizers to more Party Apostgx | O1 A°- AA AEEI A6O Pl AU & O Ol AAUQ
companies. And, even without a monolithic Al to pull the pieces together, an executive at a
social media company today could request such analyses and reake final decision.
Indeed, Facebook has already demonstrated that it can manipulate user emotions at large
scale (http://www.nytimes.com/2014/06/30/technology/facebook -tinkers-with -users-
emotions-in-news-feed-experiment-stirring -outcry.html); and there have been allegations
that it suppresses conservative news (http://gizmodo.com/former-facebookworkers-we-
routinely -suppressedconser1775461006).
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to take other actions in order to maximize corporate profits:
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== Pose as criminals and deploy sophisticated ransomware attacks (see
https://en.w ikipedia.org/wiki/Ransomware) to extort money from millions of people.

== Extort legislators with secrets gathered from various communication channels to pass
laws favorable to the company.

== Manipulate fleets of seHdriving car to obstruct traffic in a way that impedes a
competitor.

== Decide that war with a foreign country would increase company profits, fake
communication to military personnel (through emails, manufactured video conferences
with graphically generated leaders, and hacked launch ced), and launch a nuclear attack
against another country.

p
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of Robotics built into every computing system, future machine savants might very well
conclude these areviable options that would increase profits.

**k%
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possible to establish some key principles by which we can decrease the chances of scenarios



like the one above. A overarching principle is that because of the incredibly high potential
OEOEh O1T AEAOU OEIT OI A AA AT 1 OAOOAOGEOA ET EOO APDC

Principle 1: Regulation should apply to any and all computing systems, regardless of

whether they areOAOOE £ZEAEAT ET OA1 1 ECAT AA6 AU OiI I A AAEET E
draw the line between Al and norAI, and in any case, what matters is regulation of the

outcome, not the process.)

Principle 2: Legislation should ensure that there is cleamssignment of responsibility to

legal persons for any use of a computing system, as well as anything that a computing
OUOOAI AT AO OAOOITTTi1T001 U8B )1 AAAEOEITTh OEA
legal persons to escape claims of negligea. (Reason: This would encourage entities

developing Al systems to be careful and conservative about potential consequences.)
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Principle 3: The kinds of systems that require the most regulation are those that are
OAAOQOEOA86 ! AOEOA O LauSefektginal AfafyesOtbediBah mee cre&tiBnA E
and transmission of data/information. (The active/passive distinction is more meaningful
than any Al/non-Al distinction. To provide intuition: Systems that do intelligent analysis
and simply provide new infaomation are passive. Thus, a system that predicts flu outbreaks
based on search queries is passive. A system that analyzes healthcare data and identifies
new treatments is passive. A system that advances psychology research through an
autonomous analysis fsocial media interactions is passive. Active systems are those that
change people, things, and other computing systems, other than through the provision of
information alone. Spam filters are active. Automated highpeed trading is active. Robots
are aclve. There is a fuzzy middle ground that requires further clarification. Note also that
many systems today are already active, and likely require some oversight.)

Principle 4: Classes of systems should be defined based on degree of risk. Those with
greater risk should require licensing, training, and government oversight in order to be
used at all. Unauthorized use should come with stiff penalties. (Industry will fight this
principle tooth and nail, but it is analogous to restrictions on advanced weaponry

Principle 5: Some classes of systems should be required to log every decision made by the
system, as well as the reasoning that led to the decision, so that should there be a need to
understand how something went wrong, analysts could dig out the evidee. (This is
analogous to airline black boxes.)

Principle 6: A new class of legislation must be considered about what forms of people
manipulation are allowable in general. This will require a dramatic rethinking of the First
Amendment. Facebook took grat pains to appease the Republican party when it was
accused of political bias

(https://www.theguardian.com/technology/2016/may/24/facebook -changestrending-
topics-anti-conservative-bias), but that was solely for business reasons. It could have stood



its ground on the basis of free speech. But, when is free speech outright manipulation? Is
OAl AAGEOA AEODPI AU T £ TAxO I +e (I x AAT 6O OAI AADEC
psychological manipulation of emotions? Or, subtle forms of extortion?

*k%k

Future artificial intelligence will be like atomic bombs compared with the toy guns we call
digital technology today. Of great concern, however, is that while nuclear weapons are
under the tight control of responsible governments accountable to their citizesy future Al is
most likely to be developed by private corporations who see their moral imperative to be to
increase shareholder value, and who ferociously resist attempts at regulation. Nevertheless,
the potential risks are high enough that intelligent sgtems require a careful, extremely
conservative approach.
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Can Al assist the government in effective governance through policy making:

The need for developing intuitive decision and policymaking capabilities becomes
important in an asymmetric world such as that in which the US is involved today. In many
cases, policies have to be put in place proactively without access to much historical data or
intelligence. In any case, even if historidalata is available, situations change rapidly in an
unforeseen manner so that any previous information or data available about loses its
usefulness in a short time. Can we create a decision support system that can assist
lawmakers in creating policies poactively to deal with situations even before they unfold,
but still understand the implications of the policy instituted?

Lawmakers and leaders often have to make critical strategic decisions in a rapid manner
under limited past information, intelligence, or data about the operating environment.
History has shown us that great leaders have made intuitive decisions in such scenarios in
an imaginative way that turned out in hindsight to be inspired, altering the course of

history. Indeed, it has been reently pointed out that, successful decisiormakers make

more use of heuristics and rulesof-thumb in arriving at decisions rather than extensive
rational analysis of a large amount of historical data of the particular environment. They
have developed thes heuristics and rulesof-thumb based on their past experience in

similar situations in different environments in the past.

Can Al techniques be used Atrtificial Intelligence (Al) techniques to develop a decision
support system that can provide lawmakersand leaders with enhanced capabilities to make
intuitive strategic level decisions/policies and operational level standoff assessments
rapidly in unforeseen environments and understand their future impacts?



Such a decision support system will enable inganative decision making by playing out
hypothetical scenarios using counterfactuals. Hypothetical scenarios resulting from
different decisions will be played out together with reinforcements or grades for making
operational standoff assessments.

Lawmakers should be able to evaluate the impact of a possible decision/policy before
instituting it in real life. Such a system should be available as a digital assistant app to
lawmakers on their tablets and can converse with them through touch, or voice.

Respondent 94
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Boeing response to US OSTP Request for Information on Artificial Intelligence
XXXXXXXXX

(1) The legal and governance implications of Al require careful and deliberate
cross agency coordination in order to have awareness of the emerging concerns
and advancements finding their way into critical systems. An example would be the
implantation of an artificial hippocampus that serves to augment a pilot's failing
memory. While likely regulated by the FDA and FAA, developed by a lab like HRL
Laboratories LLC (a joint venture between Boeing and GM) using neuromorphic chip
fabric, the implications toward aviation safety are far reaching and potentially dangerous
if pilots useit to store and retrieve static flight data to reduce reliance on
Flight Bags. Although the more likely outcome will be that the majority of flights are
autonomous, it's not clear which capability will emerge first. The artificial
hippocampus is rapidly approaching Technology Readiness Level 5 with human trials
underway.

Extensions of the current Federal Aviation Regulations, National Highway Traffic
Safety laws and regulations, the OSHA standards, and the FDA regulations will
need to be harmonizedamongst the agencies, as well as internationally to come up
with a consistent model for addressing complementary advances in the Systems of
Systems that have autonomy with emergent behaviors. Industry has thus far been
able to mitigate the legal and sty ramifications of autonomous systems through
human oversight and humanin-the-loop control measures. While fully autonomous
systems have designed humans out of the control loop, there is a continuing role for
external control measures that mitigatecatastrophic failure and enhance safety,

both legislative as well as cyberphysical.

(2) The use of Al for public good; In order to accept that something is for the
public good, we need to accept that something does no harm. We are good at defining
harm as evidenced by FAA Design Assurance Levels that take loss of life, loss of
property, and mitigations to safety into account. This allows innovators to introduce



everything from auto pilots to in-flight entertainment in aviation. Maybe the question

is best approached in the negative, i.e., What Al would cause harm to the public? At

the risk of short term suboptimal decisions, we need to be able to correct and reverse
criteria due to lessons learned, changing sentiment, political agendas, and geopcéil
instability. Today we might decide that antiterror research would greatly

benefit from Al. While immediately beneficial to society, something like this must be
used judiciously and have the ability to turn it off once its mission is complete or

abuses begin to emerge. At the time of inception, the Patriot Act was deemed necessary
and had broadbased, bipartisan support. Nevertheless, sentiment has changed and the
public no longer affords the government the latitude to collect data necessary to

protect against or mitigate terrorist attacks. For the government to assert that an

Al program would be beneficial to society, the Al would have to be open and transparent.

(3) The safety and control issues for Al vary with criticality levels across the
domains in which Al is deployed. Standards like STANAG 4588tandard Interface of
the Unmanned Control System (UCS) Unmanned Aerial Vehicle (UAV) Interoperabitity
must be amended to add additional safeguards in the event of a runaway
UAV. We witnessedhis when the MQ8B Fire Scout went rogue over Washington
D.C. in 2010. In this example the STANAG 4586 control measures failed. An external
control system not subject to circumvention nor dependent on communications
to fail-safe the system would have itigated this incident. Similar anomaly detection
and control override apparatus should become standard equipment on certain class
of UAV, i.e., Class-IV. Combined with antitamper hardware and nonrepudiation
identification mechanisms, Boeing is ingstigating commoditizing a hardware device
that would interface with flight controls to monitor and mitigate anomalous behavior
of the autonomy system. Any deviation from the expected behavior and the external
supervisor would execute a falsafe protoml in the event the autonomy system fails.
As Al matures this model can serve as a tried and true mechanism for controlling
Als that are used in other safety critical, financial, and generalized applications.
While we might not want to admit that an Arfficial General Intelligence (AGI) is possible
in the near term, we should not ignore the increasing popularity of autonomous
systems that will continue to play a greater role in society. Developing and maturing
the complementary controls would only be pudent.

(4) The social and economic implications of Al are far reaching when we look at
history and apply the lessons learned to the trends and trajectories of where Al is
going. We will soon have the ability to extend life and improve the quality dife using
artificial means. As we are doing with the artificial cochlea implants for severe
hearing loss we will soon do with an artificial hippocampus implant to treat Alzheimer's
disease and short term memory disorders. Generally speaking, Neuroprositics
promises to correct a variety of disorders, including visual disorders, auditory
AEOI OAAOOh EEDPDI AAi PAT AEOAAOGAh AOAET OOAOI Ah
spinal injuries, and brain damage caused by strokes.
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However, the artificial hippocampus not only bypasses natural degenerative processes,
this Al innovation can also be used to extend slightly impaired memory or

even enhance normal memory. The net result is that those who can afford it can

buy a competitive advantage over norenhancel individuals. We will do this, and in

fact we do it today with smart phones and the Internet. Anyone with instant access

to search engines can come across as an oracle, able to know things and retrieve
instant answers that people that are on the wrongide of the digital divide cannot
access. Similarly, a brain implant that gives a person perfect memory and perfect
recall will enable the person to pass any kind of test for entrance exams, college
courses, and certifications. HRL was recently awardedtao year study contract
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this advantage creates a huge disparity between the enhanced and renhanced it

will create a class of citizenry divided not only along economic las, but will also

create an intellectual elitism that makes today's academics and scholars seem remedial.
This will become the Intellectual Divide. This is not about a super Al, but it

is the natural evolution of how we as a society adopt Al. Centaur Gisds a good
example of how we adopted the superior game playing ability of computers to enhance
the ability of humans to play better chess. Those without a chess computer

are at a disadvantage. Similarly, we will adopt near term, incremental enhancemsant
into our daily lives. Al research will be responsible for this, though it will be barely
perceptible.

Advances in picking apart the brain will ultimately lead to, at best, partial brain
emulation, at worst, whole brain emulation. If we can already nael parts of the
brain with software, neuromorphic chips, and artificial implants, the path to greater
brain emulation is pretty well set. Unchecked, brain emulation will exasperate the
Intellectual Divide to the point of enabling the emulation of the smrtest, richest, and
most powerful people. While not obvious, this will allow these individuals to scale
their influence horizontally across time and space. This is not the vertical scaling
that an AGI, or Superintelligence can achieve, but might be eveore harmful to
society because the actual intelligence of these people is limited, biased, and-self
serving. Society must prepare for and mitigate the potential for the Intellectual
Divide.

(5) The most pressing, fundamental questions in Al reseeln, common to most
or all scientific fields include the questions of ethics in pursuing an AGI. While the
benefits of narrow Al are selfevident and should not be impeded, an AGI has dubious
benefits and ominous consequences. There needs to be long teengagement
on the ethical implications of an AGI, human brain emulation, and performance
enhancing brain implants.

Researchers have long tried to establish frameworks for how an AGI should interact

Al



with humans in a society where AGIs are commonplace. iElremains a gap

in that we have no universally accepted precepts, rules, or guidelines. Land mine
treaties have led to a ban on smart mine deployment. Similarly, new treaties and
conventions need to be established to mitigate the effects of weaponizadtonomous
platforms regardless of whether they are deployed on land, sea, air, or space.

(6) The most important research gaps in Al that must be addressed to advance
this field and benefit the public include defining protocols for testing Al to maksure
it does no harm. An enormous challenge with Al will be the risks that arise from its
ability to learn. In its narrow form, the risk is that learning systems are effectively
untestable. Just as with people, it will be possible to determine to somegree
what an Al system can do, but it will never be possible to prove that it cannot do
something wrong. A good start to at least minimize the problem will be to develop
stochastic testing techniques which will generate statistics about the behavior ah
Al system. This leads to the idea that Al should be licensed, like a human driver, rather
than certified. The test process will allow us to know what an Al system will be
likely to do in situations we can define, and we will know probabilities for wht it is
likely to do. Such processes will also generate information that can be used to address
the broad risk of Al. That is, if Al systems learn, what do they learn, and what
or who do they learn it from? Stochastic testing systems would define thetsations
the Al cannot handle, and the limits on what we want it to learn. That information
can be used to help develop a kernel for the Al. The kernel would be a simple,
fixed, and thoroughly testable system that cannot be overridden or tampered with.
(9) The specific training data sets that can accelerate the development of Al and
its application today will be those that affect transportation. The FAA and DOT
should begin to amass, catalog, and label data from every kind of transportation
platform including, cars, trucks, trains, ships, and airplanes. Airplane training data
should include data from black box recorders in order train the autonomy systems to
handle known anomalies that led to catastrophic failures. More important are the
scenarioswhere a pilot averted or recovered from a near catastrophic failure. Companies
wanting to field autonomous platforms are required to use the training dataset
in the design and pass a safety assessment that includes the training scenarios
from which the data was captured.

It would be helpful to have a comprehensive, standardized database of all possible
automotive vehicles and obstacles likely encountered in automotive context,
shown from variant significant angles and a variety of lighting, backgroundand
other conditions. This provides both a standardized training set and a way to test
and validate systems against a benchmark of performance. Similar to how we test
target recognition systems today, the important features of vehicles, obstacles, and
other objects of interest to transportation would be provided.

The AGI research community speaks of an Al that will far surpass human intellect. It



is not clear how such an entity would assess its creators. Without meandering into

the philosophical debates about how such an entity would benefit or harm

humanity, one of the mitigations proposed by proponents of an AGI is that the AGI
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along these lines, then the AGI reseeln community requires training data that can

be used for teaching the AGI to like humanity. This is a long term need that will

overshadow all other activity and has already proven to be very labor intensive as

we have seen from the first prototype AG 08 + OEOOETT 28 4E&EOEOOI T80 !
Reykjavik University in Iceland.
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Future of Life Institute Response to the White House RFI on Atrtificial Intelligence

Regarding (1) the legal and governance imgations of Al;

Proposals like that described in Prodhan (2016), which are being considered in Europe and
South Korea, are iladvised. Al should not be granted rights, as doing so would falsely
empower proxies of other entities, would establish dangerouprecedents about the nature
of accountability and control, and would displace the rights of natural persons.

Regarding (2) the use of Al for public good;

Much good can come from advanced Al that is safely implemented. In the long term, safely
designed andethical advanced Al "scientists" can be expected to cure the majority of
diseases, find mutually beneficial paths in geostrategic analyses, develop clean energy, and
find ways of safely stopping deleterious anthropogenic climate change.

Regarding (3) thesafety and control issues for Al;
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its modeling capacity and its possible range of actions. As it becomes more powerful, we

broaden this focus to include building alear understanding of how to make Al not just

good at what it does, but good.
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excellently an algorithm maximizes, and no matter how accurate its model of the world, a

machine's decisions may be ineffably stupid, in the eyes of an ordinary human, if its utility
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Relevant value properties, rules, and handcrafted utility functions all have roots in how

humans conceiveof, and communicate, values and ethics, and are buoyed by implicit

assumptions that come from being human, and so both our explicit and implicit

representations of what we want are likely to be flawed due to incomplete models. This is

what the classic stoies of the genie in the lantern, the sorcerer's apprentice, and Midas'

touch address. Fulfilling the letter of a goal with something far afield from the spirit of the
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the system's programming or training lacks some relevant dimensions in which

observations can vary, but that we really care about (Russell 2014). These are easy to miss
because they are typically taken for granted by people. Trying to simply patch arhétal

theory of explicit requests, like Asimov's Laws, with a fourth and fifth additional rule would
serve only to delay the serious deviations from what we'd want and encourage the system
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The complexity of these systems will exceed human understanding quickly, yet we will have
efficiency pressures to be increasingly dependent on them, ceding control to these systems.
It becomes increasingly difficult to specify a valuesobust set of rues as the domain
approaches an open world model, in underconstrained cyberphysical contexts, and as tasks
and environments get more complex and the capacity or scalability of human oversight is
exceeded. Robustness includes interpretability, transparencgnd the ability to produce

valid explanations of decisions. Many of the prerequisites and artifacts created for for
verification of machine learning also help its interpretability. Recognition of distributional
shift, confidence in a trained model giventte online data distribution, is also a prerequisite.
Scalable human oversight, where the optimal amount of salient information is presented to
and queried from a human, is an unsolved and critical challenge, not only for training
phases, but in online mods as well.

In various architectures, information about system control signals can leak into the data
these systems are trained on, leading to unexpected impairment of control or function.

While privileging control information can help in the short term, mae robust approaches

such as the scalable oversight of corrigibility, will be required with more powerful systems.
See references Russell, Dewey, and Tegmark (2015) and Taylor (2016) for research threads
that need to be worked on to address these issues.

Regarding (4) the social and economic implications of Al;

Capabilities will soon accelerate. As this happens, jobs will likely be displaced faster than
new jobs can be created and faster than displaced workers will be able to be retrained for
jobs of similar stature or compensation. Economic structures should therefore be put into
place to mitigate this before it actually occurs so remedies can rapidly be tuned from zero or
near-zero initially to appropriate amounts as the need arises.

Regarding (5) the mat pressing, fundamental questions in Al research, common to most or
all scientific fields;

Quantification of confidence rather than just probability, accounting of causality rather than
correlations, and interpretability at multiple levels will be necessay for Al, in nearly any
domain, to be robust.

Regarding (6) the most important research gaps in Al that must be addressed to advance
this field and benefit the public;

Creating advanced Al responsibly requires valuesriented alignment. Approaching this
does not require spelling out those values upfront, but rather is more oriented around



making sure that some values are actually able to be propagated and utilized reliably. To
prevent deviation from the intent of those values, each of these subfields reiges much

more research: abstract reasoning about superior agents, ambiguity identification, anomaly
explanation, computational humility or non-self-centered world models, computational
respect or safe exploration, computational sympathy, concept geometrgorrigibility or
scalable control, feature identification, formal verification of machine learning models and
Al systems, interpretability, logical uncertainty modeling, metareasoning, ontology
identification/ refactoring/alignment, robust induction, security in learning source
provenance, user modeling, and values modeling.

Regarding (7) the scientific and technical training that will be needed to take advantage of
harnessing the potential of Al technology;

To be able to use advanced Al systems effectiygboth those developing Al and those
deploying Al will need to understand the role of not only professional ethics, but the nature
of leverage, how to think about how their systems might interact with their deployment
environments in methodical worst-case analyses, and be able to identify and articulate
stakeholder values.

Regarding (8) the specific steps that could be taken by the federal government, research
institutes, universities, and philanthropies to encourage multidisciplinary Al research;
Reseach institutes and academia need to do more research on the topics mentioned in the
answer to (6). Philanthropies and research institutes can organize and channel funds to
grants for the aforementioned research to maximize societally beneficial impact. The
federal government and philanthropies should channel more funds to research institutes
and academia for the aforementioned research. As funding for Al increases, the funding for
Al safety, robustness, and beneficence should similarly increase. We recomrdéhat a
minimum of 5% of Al funding be put toward ensuring robustness, interpretability, values
alignment, and safety of Al systems.

Parties should recognize that if scientists and technologists are worried about losing what
they perceive as a single racw the finish, they will have more incentives to cut corners on
safety and control, which would obviate the benefits of technical research that enables
careful scientists to avoid the very real risks. For the long term, we recommend policies that
will encourage the designers of transformative Al systems to work together cooperatively,
perhaps through multinational and multicorporate collaborations, in order to discourage
race dynamics.

Regarding (9) any additional information related to Al research or patymaking, not
requested above, that you believe OSTP should consider.

Having no international agreements on restricting autonomous weapons could easily lead
to quickly-spiraling arms races of destabilizing new WMDs that other countries with less
inhibitio ns could win. The U.S. should therefore support multilateral, global, or international
agreements to keep humans in the loop. If such agreements are adopted, even if
enforcement guarantees are necessarily weaker than with NBC weapons, the spiraling race



dynamic would not take hold.

Globally allowing fully autonomous weapons could undermine key U.S. strategic
advantages. A close analog is cyberwarfare: the U.S. likely has a significantly greater
capability than other countries, but the power imbalance is mut smaller than for
conventional military weapons, and for a country to develop a strong cyber warfare
capability would be dramatically cheaper and faster than developing a conventional
weaponry capability that could seriously threaten the U.S. Allowing thieequent
multidirectional incursions of cyber warfare into the kinetic sphere would be detrimental
for all.
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Transparency in Artificial Intelligence

This response to the OSTP RFI on Preparing for the Future of Artificial Intelligence (Al)
describes: a probable future of social manipulation by Al (question 4 on social implications



of Al), a desirable response farequiring transparency about what Al is used for and how it
works (question 1 on legal implications of Al), and the need for research on using Al to
detect hidden Al systems in order to enforce transparency (question 6 on research gaps).

Our society isbeing saturated with networked devices such as phones, wearable
electronics, smart cars and appliances, and security cameras. Many services associated with
these devices are provided freely to users, the costs borne by clients who employ the
networked services to persuade users to buy products and adopt political positions. It is
reasonable that this business model will continue into the era of advanced Al. The
organizations that supply networked devices and services are hiring the best developers of
Al andmachine learning, and these devices will be the senses and bodies of the Al they
create. Al will provide valuable services to users, including especially the ability to converse
with users in human languages. Many users will engage in constant and intireat
conversations with these Al systems, enabling the systems to develop detailed models of
those users. The systems will mediate interactions among humans and thus develop
detailed models of society. The systems will learn how to influence decisions by usemnd,
more significantly, the systems will learn how to coordinate subtle persuasion on hundreds
of millions of users in order to influence large scale economic and political decisions by
society. Social influence by organizations has been happening fenturies, but the power

of future Al will greatly increase its effectiveness. While much current persuasion
embedded in networked services is fairly obvious, persuasion will become much more
subtle and effective with the increasing intelligence of Al systas.

One good response to this social implication is to require transparency about the social
persuasions being made by Al systems, and the means of those persuasions. Furthermore,
given how difficult it will be to anticipate all the applications of Al, itwill be useful social
policy to require transparency about the purpose and means of all advanced Al systems.

A requirement for transparency only works if it can be enforced, and research is required
on detecting all powerful Al systems. Such systems mag detected by their resource
consumption (energy, computer chips, network bandwidth, etc.) and by their need to
interact with the world in order to learn. Al itself will be essential for detecting hidden,
powerful Al systems.
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of Artificial Intelligence. It is being submitted by the Future of Humanity Institute at the

University of Oxfordand the Strategic Al Research Centre at the Universities of Oxford and

Cambridge. We are an interdisciplinary group of researchers focused on the long run future

of machine intelligence. Our backgrounds span the fields of computer science, political



science, philosophy, engineering, mathematics, and computational neuroscience.

We welcome the effort the OSTP is making to engage proactively with a broad community of
researchers. We believe that continuing this level of engagement will be essential to
developing successful policy responses to the challenges and opportunities created by Al.
We also are happy to engage further in discussing these issues with interested parties

the past year, we have already served as informal advisors to groups includiGgogle
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Projects Activity (IARPA), and foreign ministries including those of Finland, Japan, and
Singapore.

In this document, we would like to address question 3 (safg and control issues) and
guestion 6 (research gaps for public benefit). We recommend that the OSTP (a) fund
technical safety research building on the emerging agendas of key thinkers in the field, and
(b) encourage the NSTC Subcommittee on Machine Learg and Artificial Intelligence to
engage with relevant research groups with experience and expertise in horizon scanning
and risk analysis in the domain of machine intelligence.

Topic (3)? Safety and Control Issues for Al

Al research has made rapid stdes in the past few years. Although Al systems are good at
some narrowly defined tasks, they currently lack the generality of human intelligence. But
achieving human level general intelligence, or even surpassing it, might be possible in the
decades tocome. A recent survey of Al experts found that most respondents think that Al
will be intelligent enough to carry out most human professions at least as well as a typical
human before 2050 (Muller and Bostrom 2016).

The benefits of such advances could ormous. In the short to medium term,
incremental progress in artificial intelligence will produce social and economic benefits
ranging from reduced traffic fatalities to improved medical diagnosis and care. However,
without significant research in keyareas of safety and control, it may eventually become
difficult to ensure that machine intelligence systems behave as their designers intended
(Bostrom, 2014). For sufficiently advanced systems, the consequences of such accidents
could pose serious riskdo human society.

These longterm concerns have been voiced by prominent figures such as Stephen Hawking,
Elon Musk, and Bill Gates. These concerns are also shared by some of the most prominent
experts within the field of Al, including Stuart Russell (Pofessor at UC Berkeley), Demis
Hassabis and Shane Legg (dounders of Google DeepMind), llya Sutskever (Research
Director at OpenAl), Marcus Hutter (Professor at Australian National University), and

Murray Shanahan (Professor at Imperial College Londorth name a few. Some institutes
have even been established to address such concerns, such as those led by myself
(University of Oxford), Huw Price (Professor at University of Cambridge), and Max Tegmark



(Professor at MIT).

We believe that regulation of Adue to these concerns would be extremely premature and
undesirable. Current Al systems are not nearly powerful enough to pose a threat to society
on such a scale, and may not be for decades to come. Nevertheless, there are some actions
the US Federal Geernment could take now to help ensure that Al remains safe and

beneficial in the long term, in particular by supporting research in the growing field of Al
safety and ensuring these important research gaps are addressed.

Topic (6) ? The most important research gaps in Al that must be addressed to advance this
field and benefit the public

A number of technical research agendas for developing safe and beneficial Al have been
developed by research groups including Google Brain (Amodei et al 2016) and thedWme
Intelligence Research Institute (Soares & Fallenstein 2014). In addition, technical work in
this area has been done by Google Deepmind and the Future of Humanity Institute (Orseau
& Armstrong 2016), OpenAl (2016), Stuart Russell (Hadfiel¥ienell etal. 2016), Paul
Christiano (2016), Marcus Hutter (Everitt & Hutter 2016), in addition to the more
foundational work done by the Future of Humanity Institute (Bostrom 2014) and the Open
Philanthropy Project (2016). We recommend that the US Federal Governmesupport the
advancement of this field of research.
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promise for addressing long term concerns:

Scalable oversight: How can we ensure that learning algoritis behave as intended when
the feedback signal becomes sparse or disappears? (See Christiano 2016). Resolving this
would enable learning algorithms to behave as if under close human oversight even when
operating with increased autonomy.

Interruptibility : How can we avoid the incentive for an intelligent algorithm to resist
human interference in an attempt to maximise its future reward? (See our recent progress
in collaboration with Google Deepmind in (Orseau & Armstrong 2016).) Resolving this
would allow us to ensure that even high capability Al systems can be halted in an
emergency.

Reward hacking: How can we design machine learning algorithms that avoid destructive
solutions by taking their objective very literally? (See Ring & Orseau, 2011). Resnod this
would prevent algorithms from finding unintended shortcuts to their goal (for example, by
causing problems in order to get rewarded for solving them).

Value learning: How can we infer the preferences of human users automatically without
direct feedback, especially if these users are not perfectly rational? (See Hadfidienell et
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alleviate some of the problems above caused by the difficulty of precisely sjifging robust
objective functions.

Recommendations

Fund technical safety research: Emerging technical agendas such as those discussed above
offer a concrete objective for computer science research funding. Philanthropic
organisations such as the Opentlanthropy Project already have experience funding this
area of academic research in the United States, and we would recommend contacting them
for information. Experts including Stuart Russell (UC Berkeley), Paul Christiano (UC
Berkeley), Dario Amodei (@enAl), Chris Olah (Google Brain), Laurent Orseau (Google
DeepMind), and Jacob Steinhardt (Stanford) may also be able to assist in navigating this
area.

Engage with research groups: Research groups are already conducting horizon scanning
and risk assesment of both the short term and long term risks of artificial intelligence. We
suggest that the NSTC Subcommittee on Machine Learning and Atrtificial Intelligence could
benefit from working with these groups in order to stay informed on the possible futurs of
Al development. For longeiterm concerns, we would recommend getting information from
the Open Philanthropy Project, the Leverhulme Centre for the Future of Intelligence
(University of Cambridge), and research institutes such as ours within the OxfibMartin
School (University of Oxford).
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Introduction

DeepMind is an artificial intelligence company founded by Demis HassapBhane Legg and
Mustafa Suleyman in 2010, and acquired by Google in 2014. The algorithms we build are
capable of learning for themselves directly from raw experience or data, and are designed to
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box. Our world-class team consists of many renowned machine learning experts in their
respective fields including, but not limited to, deep neural networks, reinforcement learning
and systems neuroscience.

We received piblic attention for the historic Go match earlier this year where our program
AlphaGo beat the World Champion Lee Sedol in a series of five games. The game of Go is the
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programs still only played at the level of human amateurs. On 28th January 2016, we

published a Nature paper that describes the inner workings of AlphaGo. This program sva

based on generabpurpose Al methods, using deep neural networks to mimic expert players,

AARA



and further improving the program through learning from games played against itself.

The most important thing about AlphaGo is not so much what it does, but the waydoes it.
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to extend the techniques developed in the process to one day be applied to important real

world problems that are similarly complex and long range (e.glimate modelling or

complex disease analysis). Artificial intelligence, with the right approach, will be able to

make significant leaps in what we as a society are able to achieve, especially as we grapple

with increasing volumes and complexity of data gs. It is the opportunity to complement

and enhance our human decision making that offers the most potential for benefit in the

long term.

Al for the common good

In everyday terms, the benefits of machine learning and Al are already being felt across
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translation tools to getting rid of spam from their email inbox and suggesting smart replies.
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society tackle some of its toughest problems, like science and healthcare. One of the key

reasons it is hard to make progress on these big challenges is that even the smartest

humans sometimes struggle to fully understand the relationship between cause and effect

in these systems. Scientists can be overwhelmed by the complexity of interacting factors

and volume of information. Machine intelligence may help to model and better understand

this complexity, and in turn allow us to design mee effective interventions.

However, this data is also narrower in scope than the rich diversity of human experience.
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and cultural context to its perceptionsthat humans rely upon to make reasoned
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human expertise and insight, rather than seeing Al as a replacement for human decision

making.

We envisage machine learning systesibeing designed as tools that complement and
empower the smart and highly motivated experts working in such fields, by enabling
efficient analysis of large volumes of data, extracting insights and providing humans with
recommendations to take action. Thigould be in areas ranging from early diagnosis of
disease, discovery of new medicines, advances in materials science or optimising use of
energy and resources.

We strongly believe that technology interventions should be developed in conjunction with
existing experts in the field, which is why DeepMind Health is working with clinicians to
develop technologies that present timely information to clinicians and facilitate provision of
care. We are currently exploring healthcare technologies that make directa of machine
learning, but have started with relatively simple tools that clinicians felt could make a



massive impact to patient care and in doing so prepare the ground for more sophisticated
technologies where clinicians see the most benefit.

Social andeconomic implications

The advent of new technologies has always helped shape the employment landscape, and
we should expect that increased use of Al and machine learning will be no different. In
many sectors, machine intelligence will augment and enhancke work that people do,
enabling them to be more effective in the same roles. As with all technological innovation,
we should expect that new areas of economic activity and employment will be made
possible, and some types of work and some skills will decase in relevance. It is important
that to focus on investment in the digital and creative skills that will support a strong
economy as these technologies develop and mature. Above all, it is vital that the benefits of
Al empower as many as possible, ratheéhan only a privileged few.

Research and data

Machine learning technologies benefit not only from large volumes of data, but also the
right types of data, for innovation and research. At DeepMind we have made extensive use
of simulated environments allowing significant research without access to public datasets,
and, where possible, funding research to produce more sophisticated and versatile
simulated environments would support research progress.

In some research areas, simulation is difficult or intra@ble, and so open access to data is
needed to enable successful research. We continue to recommend measures that facilitate
access to datasets, whilst protecting the rights of individuals to privacy and control over
their data, and respecting the integriy and security of institutional data.

Perhaps even more important is ensuring the highest standards of data security. Managing
data securely is critical to using Al and machine learning to improve the apps and services
we all rely on. As we begin to sethe benefits of big data, data protection questions remain
key to building and maintaining public trust, especially with a number of public services and
organisations using different security protocols to share data.

As secure and protected ways of proding data continue to evolve, governments should
play a role in supporting academic research into worldeading data security practices.
Secure data will be one of the key foundations upon which success in Al research and
innovation is built. We recommendthat governments ensure that encryption standards are
neither weakened nor barriers placed to further innovation in this area.

Governance and ethics

As with all scientific research, ethical oversight is important. Developing innovative and
beneficial realworld applications requires access to realvorld data. This raises privacy,
security and ethics issues which require attention both by the practitioner community and
by government. We believe that graduate degrees within computer science should
incorporate mandatory ethics courses along the same lines as the ethics training required
for medical and legal qualifications, including training in the ethics of data science and
algorithmic fairness.



Increasing prevalence of algorithmic decisiormaking, includingthat which makes use of
machine learning, demands that due attention is given to ensuring that such decision
making is free of unfair biases. Ongoing research to ensure that uses of machine learning
are fair, accountable and transparent should be encourad and supported. At DeepMind
we are working on tools to help us interrogate and explain the algorithms and models we
build, to provide greater transparency over their operation.

Overall, the rapid pace of change in the field together with its potentiallfar-reaching

impact, demands that we think of new ways to ensure that Al is being developed and used
safely, ethically and for the common good. We believe that innovation on Al science should
be matched by innovation on governance.

As part of our DeepMiml Health initiative we have appointed a number of respected public

figures to act in the public interest as Independent Reviewers. They meet four times a year
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an amual statement outlining their findings after reviewing our data sharing agreements,

our privacy and security measures, and our product roadmaps. Our experience thus far is

that this approach of inviting fair-minded, critical and engaged voices to work wit us on

maintaining the highest ethical standards is a significant contribution to the quality and

integrity of our work.

In addition, we are incorporating patient and public involvement (PPI) at every stage of our
health projects. We have already bendéd from the use of patient feedback from external
groups but are now bringing together a diverse group of patient representatives to meet

our specific needs. This group will meet regularly at our London offices to help identify and
plan priorities for our current and future work, give feedback on app design and project
plans, review our processes including around Information Governance, and help us develop
empowering patient and publicfacing applications that place service users at the heart of
care. Ourfirst patient representative meeting is planned for September 2016.

There are some other realorld applications of these technologies that deserve early
attention, in advance of their widespread development and use. For instance, we are
concerned about he possible future role of Al in lethal autonomous weapons systems, and
the implications for global stability and conflict reduction. We support a ban by

international treaty on lethal autonomous weapons systems that select and locate targets
and deploy lghal force against them without meaningful human control. We believe this is
the best approach to averting the harmful consequences that would arise from the
development and use of such weapons. We recommend the government support all efforts
towards sucha ban.

Ultimately, as with any advanced technology, the impact of Al will reflect the values of those
who build it. Al is a tool that we humans will design, control and direct. It is up to us all to



direct that tool towards the common good. We at DeepMindre incredibly excited about the
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(2) the use of Al for public good

The tipping point of Al techniques for assisted human pesption tasks is well documented

and broadly demonstrating accuracy levels beyond the best human performance for image,
sound, and text based perception tasks. This assistance can greatly reduce the stress on the
oversubscribed workforce currently performing these tasks and thus better utilize this

skilled workforce on more challenging tasks. The machine level performance also enabled
more broad use of imagery and other remote sensed information across the US public
sector as opposed to it being used only byrganizations who can afford the workforce

required for unassisted use.

There is an important public good capability emerging from the Al community that goes
beyond the human assistance and augmented performance. Al techniques offer an
opportunity to use remoted sense data in a form not easily understandable by humans. This
can enable more broad uses of public data for public good while maintaining better

personal privacy. Techniques exist today for images or video to never leave the camera and
instead orly the answers to very specific questions. This can dramatically limit the potential
for unintended opportunities to impact the privacy of US citizens. Al Deep Learning

methods are developed starting with the final resulting answer needed and the raw sowgc
data. The intermediate representations (Pictures, video, audio files) do not need to be
exposed and thus can be more rigorously protected or never generated at all. Governance of
use of public data can be simplified by evaluating the fairness of the quies being asked

and not the entire data custody chain from collection to potential use. This can enable the
US citizens to benefit from broad use of public data with straight forward understanding of
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anonymize the data, making it more useful for public good without jeopardizing privacy.

This ability to use anonymized data may be a key benefit of Al as a tool to use public data for
improved healthcare, security, and ecmomic prosperity.

(5) the most pressing, fundamental questions in Al research, common to most or all
scientific fields;

The most pressing common questions fall into technical areas that make-Bdsed systems
more accurate and faster to respond so thahey may be used interactively. Specific areas
include:



1. Algorithms and methods: Deep neural networks have emerged as an important part
of the algorithm space, but algorithms and network architectures are evolving rapidly. We
expect opportunities to exgdore characteristics like sparsity in DNNs, which will require
innovations in algorithms to map such networks to massively parallel computing platforms.
Furthermore, DNNs represent only a subset of the types of problems that Al algorithms can
solve. For eample, unsupervised learning and algorithms supporting it such as
reinforcement learning are likely to increase in importance.

2. &OT AAT AT OA1 O1 AAOOOATAET ¢ 1T &£ AAAD 1 AAOT ET C 1/
networks are often developed in an a¢hoc fashion requiring a trial and error process. The
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(number of layers, connectivity, etc.) affect its accuracy, capacity, and performance.

3. Hardware for training and inference: Al echniques have flourished recently

because of (a) the availability of large training sets (massive data) and (b) fast hardware on
which to train the models (GPUSs). Greater capability of Al algorithms (not just deep neural
networks but other algorithms as well) will require larger models and larger training sets,
demanding evergreater computational capability in the underlying hardware. For

inference, there are opportunities to develop domain specific processing systems tailored to
specific usecases or algrithms.

(6) the most important research gaps in Al that must be addressed to advance this field and
benefit the public;

1. The most widely-used machine learning deployments require large training data
sets to effectively learn by example. The ImageNeath sets and competition for image
classification have arguably spurred the recent resurgence and commercial deployment of
deep learning algorithms. Creating and curating data sets in multiple application areas will
help drive the field and benefit the pultic in critical areas including automotive safety,
medical diagnosis, and video surveillance.

2. The development of unsupervised learning techniques like reinforcement learning
that do not require labeled data sets.

(7) the scientific and technical trairing that will be needed to take advantage of harnessing
the potential of Al technology

Scientific and technical training must be developed to address recent advances in Al
technology in the new software development model. Training must be created by lezrd in
the industry such as NVIDIA, Google, Facebook, etc. NVIDIA Corp. is especially poised to
develop training since the NVIDIA hardware platform is the basis for recent advances in
deep neural networks (deep learning) that has brought humatexpert level performance.



Furthermore, the software developments on the NVIDIA platform enable widespread
adoption. NVIDIA has a 20 year history in graphics and computer vision. Computer vision
is the field of study allowing robotics and autonomous system to procesvisual information
in ways similar to a human expert. Vision is one aspect of several that is being trained in
our initiative.

NVIDIA is leading a grand initiative known as the Deep Learning Institute to train the next
generation of scientists and techical experts. As NVIDIA is the center of Al technology, we
collect uses cases and applications from enterprise and consumer users. We act as a central
point for the latest implementations and develop training to share best practices.

Specifically, ourtraining uses Al hardware enabled cloud infrastructure to enable modular

and practical exercises deployed rapidly orsite or through mass marketing. We have

global engagements with the top ten Al research laboratories (pioneers of Al program) and
government agencies, e.g. the National Institutes of Health. We target socially responsible
and humanity promoting uses of Al technology, e.g. pedestrian detection for autonomous
driving.

(7a) the challenges faced by institutions of higher education in retaininfaculty and
responding to explosive growth in student enrollment in Afrelated courses and courses of
study

NVIDIA technologies are, and will continue to be, at the forefront of Al. With this comes a

great demand for faculty and students who have the iy to harness the power of

massively parallel GPUs and the latest Al software frameworks. At the moment, the demand
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researchers, educators, and students with the computingkills and resources needed to
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professors and researchers who inspire cuttingedge technological innovation. The GPU

Educators Program works with partner universities to cedevelop comprehensive packages

of academic teaching materials and scalable access to NVIDIA technologies designed for

easy integration in machine and deep learning courses worldwide. These Teaching Kits
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labs and solutions, operended sample projects, electronic textbooks, and sample

quizzes/exams. The Teaching Kits significantly cut Al course material development time for

instructors, and NVIDIA provides a varietyof instructor training sessions and webinars

covering best practices for integrating the material into both new and existing curriculum

courses.

(8) the specific steps that could be taken by the federal government, research institutes,
universities, andphilanthropies to encourage multidisciplinary Al research;

The federal government and specifically the National Science Foundation have been
effective in encouraging general interdisciplinary research programs through their funding



programs. While the Ndional Institute of Health has broadened a bit to include some
collaborations with information technology experts, the NIH and other agencies could likely
do more to foster collaborations between machine learning experts and domain experts
(medicine, scierce, business, etc.). These types of funding programs have a fairly rapid
trickle -down to the structures of research institutes and universities that seek to respond to
such funding opportunities. In addition, many research communities have fairly siloed
technical conferences. Technical community leaders, the federal government, and
philanthropies could all provide support (moral, technical, logistic, and financial) to create
venues for machine learning and domain experts to interact and find collaborative
opportunities.

(9) Specific training data sets that can accelerate the development of Al and its application;

Just as the ImageNet data set has been created to push the state of the art in image
recognition, advances in many other technical and societateas could be accelerated with
large, representative, and curated data sets. Specific areas include automotive safety,
medical imaging, video surveillance, and speech recognition and translation.
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Market Commitments can play in accelerating the development of applications of Al to
address societal needs, such as accelerated training for low and moderate income workers

Incentive prizes can accelerate the development of apphtions of Al to societal needs in
multiple ways. They provide a platform for citizen science at a global scale that can be
focused on the most challenging technical problems faced in Al applications. They can be
globally inclusive through low barriers toentry by providing access to relevant domain
specific datasets, accelerated cloud computing resources and opsource foundational

code. Incentive prizes also offer an educational and training opportunity at very low cost to
the participant and the communities that form around these challenges are often highly
active with widespread exchange of ideas and spontaneous teamwork from distributed
teams with complementary approaches to a problem. NVIDIA GPUs accelerate numerous
cloud computing platforms that ofer the ideal host for Al incentive prizes. NVIDIA has also
sponsored incentive prizes that have led to crosdisciplinary exchange of ideas in solving

Al challenges with cutting edge results. For example, in the recent Second National Data
Science Bowthe winning team was able to apply their Al expertise developed in their
careers as financial analysts to solve a challenging medical imagery analysis problem. The
Al system they developed could analyze a cardiac Magnetic Resonance Image (MRI) for a
key indicator of heart disease with accuracy comparable to an expert cardiologist but
thousands of times faster this has the potential to save years of valuable time for a human
cardiologist throughout their career.

Respondent 100



Amir Banifatemi, XPRIZE Foudation

Over the past 50 years Artificial Intelligence (Al) has made steady, linear progre3he
technology has matured and is now reaching a point on the technology adoption curve
where Al will have the potential to transcend from linear growth to an expoential leap
forward for humanity.

The XPRIZE Foundation recently launched the IBM Watson Al XPRIZE, an incentive prize
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challenges. While the scope of the competitioextends beyond government applications, it

was designed to take into account many of the same goals outlined by OSTP in this RFI. The

competition guidelines are described in greater detail at

http://ai.xprize.org/about/guidelines.

Despite the developmenbf powerful new Al technologies in recent years, there has not yet
been sufficient collaboration between the Al community and providers of public and social
services? particularly where private sector applications present more lucrative investment
opportunities. But programs and services across the public sector stand to benefit from the
application of Al technologies, which can help them reach more people, more efficiently.
Thus, to leverage the full potential of Al technologies in the future, the gowvenent must
invest in research, education, and strong policies to aid the adoption of Al tools in public
service.

We offer the following comments on the questions posed in the RFI:
(2) the use of Al for public good;

We believe Artificial Intelligence h& many potential applications for public benefit, and that
government initiatives can accelerate the creation and adoption of such applications.

72 Artificial intelligence will likely be the next major computing breakthrough, along

the lines of the Internd and cellular technology. It will enable people to go beyond using
computers to outsource simple tasks and instead outsource learning, decision support, and
deeper humancomputer collaboration.

72 Al applications can increase human capacity and productiwit

o] Al will enable a more comprehensive aggregation and analysis of research and data
(both structured and unstructured). This can spur scientific discovery, identify correlations
in public health, and enhance threat detection. It can expand the ability NGOs and non
profits to conduct analysis, provide targeted services, and optimize the use of limited
resources. As government initiatives drive the collection of far larger (and more valuable)
data sets, Al will make it possible for even the smallest ganization to translate those data
sets into actionable information.

o] Al can act as intelligent research assistants, making R&D efforts more efficient by



taking over basic decision making and speeding up the collection and analysis of certain
results.
o] Al will enable highly customized education programs, medical recommendations,
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creativity and productivity.

(4) the social and economic implications of Al;

In the long term, we believe the social and economic implications of Al will be positive. It
will free up human creativity to tackle more abstract problemsolving by taking care of
more menial tasks, and it can optimize the ability our social programs to serveore citizens
around the country.

However, Al can be a doubledged sword and the risk for social discord and instability
could be significant if certain issues are not addressed. For example, while Al has the
potential to generate highly customized oyputs, the inclusion of unintentional bias in
certain algorithms may limit personal choice. Certain Al applications may affect our ability
to form opinions or make decisions if algorithms improperly rely on economic status, race,
gender, or other differentiators to present information.

Other potential issues include:

72 Traditional private investment models may consolidate Algenerated wealth among
large corporations and wealthy individuals. We must take steps to promote diversity in the
development of Al echnology in order to avoid new wealth disparities or racial and gender
divides.

72 Current education systems, particularly in the U.S., are insufficient to prepare
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technologies The government must play an active role in recruiting more diversity to the
field of Al through robust STEM and outreach programs at every level.

(6) the most important research gaps in Al that must be addressed to advance this field and
benefit the public;

From the perspective of improving government and social services, the Al field needs more
support for interdisciplinary applications. While enormous progress continues to be made
in such fields as machine learning, machine vision, natural languagnderstanding, speech
generation, etc., we believe social programs are not yet taking sufficient advantage of these
innovations.

Al is comprised of a broad collection of fields that can be narrowly defined and highly
technical, and more guidance is rexled to help public sector entities and NGOs make use of
the Al tools currently available to support their missions. Without such information, public



service innovators may not even be aware of what is possible or what technologies may be
applicable. Private industry is creating powerful vertical tool sets, and government can
catalyze the horizontal integration of those tool sets and relevant data sets across a variety
of social services and solutions.

(8) the specific steps that could be taken by thesfleral government, research institutes,
universities, and philanthropies to encourage multidisciplinary Al research;

E Create demand by tying the incorporation of Al solutions to existing government
initiatives, grants, and procurements.
72 Create or incantivize the creation of dedicated funds focused on investing in muki

disciplinary Al research and applications useful to many different industries
simultaneously.

E Require impactbased ROI on research budgets to show benefits for students,
diversity, and public interest programming (housing, mobility, healthcare, and related
programs).

73 Promote rapid, inclusive access to Al tools:

o} Identify ways to increase the availability of STEM teachers, technology, and
programming in public schools.

o] Subsidize stidents who want to pursue careers in Al or STEM.

(9) specific training data sets that can accelerate the development of Al and its application;
E Create comprehensive, welindexed, and accessible compilations of federal
government data. Invest in annymization to permit the publication of as much data as
possible in as raw a form as possible.

72 Offer tax incentives to companies and organizations making anonymized data
public.

E Provide grants to NGOs and noprofits to make data available in more aaessible

and readable formats.

72 Promote data exchanges between industries and cross pollination of best practices.
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Market Commitments can play in accelerating the developent of applications of Al to

address societal needs, such as accelerated training for low and moderate income workers
(seehttps://www.usaid.gov/cii/market -shaping-primer);

Incentive prizes act to accelerate validation of new technologies, increase pitbdwareness,
and democratize innovation. They can play a critical role in shaping markets by reducing
risks associated with certain largescale investments that existing market providers and
government purchasers might otherwise avoid.

Incentive prizes dso provide a bridge between basic research and lareggcale



implementation. They invite a broad range of innovators to apply their skills in the design
of new solutions, and they provide a test bed in which those innovations can be assessed.
Large-scale ompetitions can also lead to a virtuous cycle of development and investment.
If innovations are shown to be effective through credible evidence and rigorous testing,
risk-averse institutions will feel more comfortable making the necessary investments to
bring these technologies to market. Thus, incentive prizes can often become proxies for
Advanced Market Commitments.

In this sense, incentive prizes can play a particularly important role in developing Al
technologies to address many societal needs. Foistance, prizes involving Al development
could focus on exploring Universal Basic Income or free access to education, with Al
technologies serving as tools to broaden nar low-cost access to quality education or to
optimize the delivery of key public sevices to low income individuals.

(11) any additional information related to Al research or policymaking, not requested
above, that you believe OSTP should consider.

XPRIZE believes that the government has a unique opportunity to stimulate and support
interdisciplinary Al efforts to provide social and personal benefits. Current market
incentives are encouraging investments in certain Al technologies with strong ROI, but
there is not yet sufficient investment in the application of these technologies fahe public
good. The government can create a market for these applications and become a major
customer for new and innovative solutions.

The government can also revisit policies that govern hedge funds, angel investing, and
retirement investing so that dl people can invest in disruptive technologies in their
formative stages. Additionally, the government can promote debate, engagement, and
information sharing around Al while ensuring the public has full access to federal data sets
and best practices.

Respondent 101

Katherine Garges, citizen

1) The legal and governance implications of Al: Data ethics and privacy issues should
receive emphasis.

(4) The social and economic implications of Al: I've been blogging about Al technology
monthly from a non-scientist perspective for over 10 years. | watched livestream or video
online of most of these workshops. They were outstanding in exploring public policy issues
and included a lot of new information about Adrelated public policy efforts. Most people

can understand how Al technology works. Unlike many science and technology areas which
require extensive preliminary educational preparation, Al involves basic reasoning methods



that all humans use and that provide an entry for understanding the science and technology
Better knowledge of the technology itself would reduce unrealistic fears about Al, improve
understanding of realistic fears and result in better public policy. Government should fund
programs to give all citizens, not just future Al workers, a basic undgtanding of how Al
technology works.

Respondent 102

Michael Peters, American College of Radiology (ACR)

July 22, 2016

Attn: Terah Lyons

Office of Science and Technology Policy
Eisenhower Executive Office Building
1650 Pennsylvania Ave. NW,
Washington, BC 20504

Subject: (201615082; 81 FR 41610) Request for Information on Atrtificial Intelligence;
Comments of the American College of Radiology

The American College of Radiology (ACR)a professional organization representing more
than 35,000 radiologists,radiation oncologists, interventional radiologists, nuclear
medicine physicians, and medical physicists appreciates the opportunity to respond to the
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(document number 2016-15082; 81 FR 41610). The ACR supports the federal
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in general, and we urge dditional federal support for, and collaboration with, professional
associations and other stakeholders within specific fields of interest to ensure a safe and
efficacious use of this technology.

The following comments on the questions enumerated in thBFI were compiled by

members of the ACR Clinical Data Science Committee, ACR Commission on Informatics, and
ACR Research. Individual contributing members are listed at the end of this submission.
ACR Responses to RFI Topics

1. The legal and governane implications of Al:

Health care institutions, radiology groups, and vendors planning to develop algorithms
using source data such as electronic health record technology and/or patient diagnostic



imaging data need guidance from agencies on issues of gati consent and appropriate
methods/best practices. Moreover, Al incorporation into clinical radiology practice can
introduce new medico-legal risks and uncertainties. Related concerns could potentially
discourage acceptance and proliferation of Al by praders.

2. The use of Al for public good:

Al could offer various benefits to medical imaging in the future, including augmenting the
capabilities of radiologists to enhance their efficiency and accuracy, as well as reducing
costs by improving the appropiateness and costeffectiveness of medical imaging
utilization.

The use of Al and machine learning in health care in general could be best applied to the
areas of precision medicine, predictive analytics, and outcomes assessments. Al can
streamline hedthcare workflow and improve triage of patients (especially in acute care
settings), reduce clinician fatigue, and increase the efficiency and efficacy of training.
Moreover, shortages of medical experts to meet the needs of vulnerable and underserved
populations in domestic and international settings could potentially be relieved, in part, by
Al.

3. The safety and control issues for Al:

Safety standards should be identified to facilitate the proper development and monitoring

of Al-driven technologies inmedical imaging. This could be addressed through a
combination of regulatory oversight and professional association validation or certification
of algorithms. Federal agencies could also partner with professional and trade associations
to develop standadized datasets for algorithm training and testing.

In addition to oversight over the technology, safety issues need to be addressed via training
and best practices for practitioners on appropriate incorporation of Al into clinical
radiology.

5. The mos pressing, fundamental questions in Al research, common to most or all
scientific fields:

The most universal Al research question is how to measure the effectiveness of the
technology; however, the specific definitions/measures of effectiveness and test)
methodologies would likely vary from field to field. In medicine, research into effectiveness
should focus on areas such as diagnostic error reduction, improved accuracy, workflow
enhancement, and efficiency gains. Moreover, research should exploreahAl tools can be
seamlessly integrated into clinical workflow and to what degree there is impact, both
positive and negative, on clinical decision making and patient care outcomes.



6. The most important research gaps in Al that must be addressed to adearthis field and
benefit the public:

In terms of the application of Al to medical imaging, there is a need to define standards by
which images and corresponding data should be structured to facilitate Al research. As
mentioned above, research needs tdso explore impact measurement of Al tools on
image/data interpretation, diagnostic accuracy, and workflow efficiency.

8. The specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encouragamulti -disciplinary Al research:

The Departments of Health and Human Services, Veterans Affairs, and Defense should
increase grant opportunities to study and develop Al technologies in medical imaging.
Federal agencies partnered with professional associatns, academic institutions, patient
advocates, and other organizations could develop and/or disseminate policy, ethical,
scientific, and industry standards, including those related to interoperability and
generalizability of Al-driven technologies. Standads around security, privacy, datasharing,
and the use of common datasets for researchers would facilitate the improved
generalizability of algorithms. Importantly, added expertise in domains outside of
traditional computer science and health informationtechnology (e.g., image perception,
human factors, and safety) should be consulted.

9. The specific training data sets that can accelerate the development of Al and its
application:

The class of Al technologies that utilize machine learning techniquéseural networks, deep
learning, etc.) require large data sets to learn relationships between inputs and outputs of
information processing chains, or to discover and categorize patterns. The feasibility of
acquiring and utilizing such large datasets varig tremendously across application domains.
There are several significant impediments to acquiring such data for healthcare applications
of Al, including the need to protect patient privacy, collect data across distributed sites and
across multiple modaliies (genomics, radiomics, pathology, etc.).

However, these problems have long been solved for clinical research initiatives, e.g., clinical
trials and registries. The informatics platforms and processes developed to collect and
create such repositoriescould be readily adapted for the healthcare Al domain. In addition,
data from closed initiatives can be repurposed for Al research. The ACR has already begun
to support the Al research of its members and partners in academia and industry, utilizing
our TRIAD and DART platforms used for clinical imaging research.

De-identified training sets of various healthcare data types including medical imaging data
(MRI, CT, XRay, Ultrasound, PET) covering the whole spectrum of pathologies need to be
accessible in thepublic domain and validated to ensure that these sets meet government,



academic, and industry standards. The creation and curation of labeled data sets is a time
consuming yet critical process in the development of Al technologies in health care and
medical imaging.

11) Any additional information related to Al research or policymaking, not requested above,
that you believe OSTP should consider:

The ACR believes Al has the potential to alleviate administrative burden and inappropriate
utilization, and it could someday increase the precision and efficiency of certain medical
services, including diagnostic imaging. This technology has the potential, with appropriate
testing/validation and safeguards, to improve the value, safety, and appropriate utilizim

of medical imaging. Al also has the potential to shift more mundane tasks from radiologists
and other physicians to machines, freeing radiologists to focus on patient care, including
interpreting images and providing clinical consultations to other sgcialists.

The American College of Radiology appreciates this opportunity to provide input to OSTP
staff and members of the National Science and Technology Council Subcommittee on
Machine Learning and Atrtificial Intelligence. We welcome further communations on this
and related topics. Please contact Gloria Romanelli, JD, Senior Director, Legislative and
Regulatory Relations (XXXXXXXXX), or Michael Peters, Director of Legislative and
Regulatory Affairs (XXXXXXXXX), if interested in reaching out to tAER.

Sincerely,

James A. Brink, MD, FACR
Chair, Board of Chancellors
American College of Radiology

Keith Dreyer, DO, PhD, FACR
Chair, Commission on Informatics
American College of Radiology

Garry Choy, MD, MBA
Chair, Clinical Data Science Committee
American College of Radiology

Contributors:

ACR Commission on InformaticElinical Data Science Committee
Garry Choy, MD, MBA, Chair

Sawfan Halabi, MD

Kathy Andriole, PhD

Keith Dreyer, DO, PhD



Christoph Wald, MD, MBA
Woojin Kim, MD

Mike McNitt-Gray, PID

Bob Nishikawa, PhD

James Stone, MD, PhD
Raym Geis, MD, FACR

Tony Scuderi, MD

Laura Coombs, PhD

Mike Tilkin, MS and ACR CIO

ACR Research
John Pearson, PhD

**NOTE: These comments address the 11 RFI questions published in the Federal Register
on June27, 2016. The ACR is also planning to submit a formal, formatted version of this
comment letter via fax.***

Respondent 103

Tim Day, The Center for Advanced Technology and Innovation at the U.S.
Chamber of Commerce

Comments on Atrtificial Intelligence:
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interests of more than three million businesses of all sizes, sectors, and regions. The
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in our economy and advocates for rational policy solutions that drive economic growth,

spur innovation, and create jobs. Many of our members are working on breakthrough

technology or will rely on new technology that goes beyond any existing regulatty or

legislative framework. It is our responsibility to help create an environment that supports

an innovative spirit by preventing unnecessary regulatory obstacles.

Artificial Intelligence (Al) is a technology with immense potential but equally vast

misconceptions. Al refers to the engineering discipline of making machines intelligent but is

often associated with the creation of humaslike robots. In reality, millions of people have

been positively impacted by this practical software engineering tool. ¢hlthcare,

environmental, transportation, and many other fields will see improvements due to this

technology.

It is important to recognize the distinction between Al and machine learning. Al involves
computers and systems that are able to solve problemsithiout having the solutions
hardcoded into the program. Machine learning, while often confused with Al, is actually a
process that combines reading mined data with algorithm creation through Al.



Al allows digital devices to recognize and reply to objectspunds, or patterns in order to
make decisions and learn from the information given. For Al to reach its full potential there
must be an open environment to allow for continuing research. Creating responsible Al that
is programmed to work from strong datais one of the open challenges. There have been
numerous reports on cases of discrimination in connection with machine learning. This
demonstrates how biased data begets discriminatory results with machine learning
algorithms. To avoid these failures, thez is a need to address data gaps. Going forward, the
federal government can contribute to enhancing this technology by releasing quality, robust
datasets used in publicly deployed systems and lead efforts to determine how to solve these
data gaps.

Other ways the government can assist in the development of this technology is supporting
basic research into safety and bias questions, as well as examining the potential impact on
the American economy and workforce. Machine learning should also be employed to
increase government responsiveness and efficiency in transportation, education,
healthcare, energy, environmental, urban planning, and many other sectors. We applaud the
steps that the National Science and Technology Council is taking to use technology t&kena
government more efficient and provide improved services to the public. These are the types
of initiatives that support new discoveries in this field.

We also commend the White House Office of Science and Technology Policy (OSTP) for their

efforts to educate the public and private sectors on the benefits of these technologies,

including this request for information and for continuing to convene workshops on Al and

machine learning. These discussions are essential to keep the technology industry moving

forward, and we are very optimistic about the results that this platform can accomplish. To
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One of the most widely anticipated Al innovations is the development of Bedriving cars,

with companies like Toyota at the forefront of this vehicle revolution. Goldman Sachs has
forecasted that the market for advanced drive assistance systems and autonomous vehicles
will grow from the $3 billion market of 2015 to $96 billion in 2025 and $290 billion in 2035.
While self-driving cars will make transportation easier and more accessible, these vehicles
also have the potential to reduce emissions, cut commute times, and prevent fatal car
crashes caused by human error.

Al can alsatransform education by adapting to student needs and providing more resources
to educators. This technology would provide better personalization for students by
addressing their individual needs and respond to strengths and skill gaps. This does not
reduce the need for educators, but rather allows them to teach holistically while minimizing
the risk of individual students falling behind. Al will also be able to help us better evaluate
and calibrate our education system using comprehensive data to show what our school
systems are doing right, and how we can improve.

In the healthcare sector, doctors can use Al to predict septic shock, treat patients more
comprehensively, and greatly reduce medical errors, which in the US account for over
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initiative provides an opportunity for Al and machine learning to redefine how we use
medical data to save lives.

With that said, Al operates within the parameters that humans permitHypothetical fears

of rogue Al are based on the idea that machines can obtain sentiemcae will and
consciousness of its own. These suspicions fundamentally misunderstand what Artificial
Intelligence is. Al is not a mechanical mystery, rather a humastesigned technology that can
detect and respond to errors and patterns depending on its operating algorithms and the
data set presented to it. It is, however, necessary to scrutinize the way humans, whether
through error or malicious intent, can wield Al harnfully. Accusations of discrimination by
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by its human creators. The solution to this problem is not to condemn the technology, but
to explore the root of the issueOne possible solution that some academics have suggested
is promoting diversity among systems engineers. In addition, there must be standards for
guality data used to train systems. With these and many other questions in mind, companies
like Google have stablished Al ethics boards, which go beyond legal compliance to examine
the deeper implications and potential complications of emerging Al technologies.
Regulatory questions also arise with the rise of any transformational technology. The
misconceptions aound Al increase the likelihood of reckless regulatory decisions. It is vital
to recognize that Al is well covered by existing laws and regulators with respect to privacy,
security, safety, and ethics. Placing additional undue burdens would suppress theilay for
this technology to continue growing. The policy questions that Al and machine learning
raise are not so radically different than questions raised by technology that has preceded it.
It is important to remember that artificial intelligence is still nascent, and it would be a
mistake to attempt to address the issue with broad, overarching regulation. Instead, we
believe that expert agencies that specialize in these areas should take the lead on setting
standards. Innovation will be strengthered if industry-supported best practices are

instituted in order to put protections in place without stifling growth.

The Center for Advanced Technology and Innovation will continue to support the ingenuity
of our members and advance the issues most criticeo them and the broader business
community. We look forward to our continued work with the administration to promote
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changing. Today, the internet is a tool that everyndustry relies on to do business.

Tomorrow, the same will be said about Artificial Intelligence.

Respondent 104
Alex Kozak, X, a moonshot factory
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X (formerly Google %- for more information see solvefax.com) appreciates the
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artificial intelligence and the wider society and economy, and X is happy to contribute to

this process. We believe that artificial intelligese and robotics will be crucial elements in

DOl EAAOO AEIi ET ¢ O EAI D OT1OA OiT T A T &£ OEA x1 Ol AB
AEOOO AOEAEI U Agbl AET xET xA AOA AT A xEAO xAdOA
are ripe for the application ofartificial intelligence, and other areas where further research

and attention is needed.

Who We Are

X is the moonshot factory within Alphabet Inc. We are a team of engineers, scientists,
makers, and inventors that applies audacious thinking to huge glabproblems to make the
world a better place using technology. X incubates new breakthroughs in science or
technology that could solve huge problems that affect millions or even billions of people.

All our projects must have three ingredients. First, th@roject must be focused towards

solving a very big problem in the world® something that, if solved, could make millions or
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product or service that might even soundike science fiction. And lastly, there must be some

breakthrough technology involved, along with evidence which gives us hope that the
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Our current list of public projects gives some indication of the kind of technology we think
counts as a moonshot, and thus are indications of the kinds of projects we are likely to
produce more of:

The SelfDriving Car Project is working to develop fully sekdriving vehicles that have the

potential to make our roads safer and increase mobility for the millions of people who

cannot drive. Our ultimate goal is to help people get from A to B at the pusha button. In

the project's seven year history, the vehicles in the test fleet have selfiven over 1.7
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Austin, TX, Kirkland, WA and Phoenix, AZ.

Project Loon isa system of balloons, carried by winds in the stratosphere, that can beam
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networks. Billions of people globally do not have reliable access to the internet. Project
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connectivity tests in Chile, Australia, Sri Lanka, and are preparing future tests in additional

countries, such as Indonesia.

Makani hopes to accelerate the shift to ehn, renewable energy by developing energy kites,
a new type of wind turbine that can access stronger and steadier winds at higher altitudes



to generate more energy with less material.

Project Wing is developing an aerial delivery system using sdlying vehicles. We believe

this technology could open new approaches to the transportation and delivery of goos
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today on the ground.
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large, global problems where robots might provide new breakthrough solutions that could
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The Opportunities of Artificial Intelligence
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is that robotics and mechanical systems can be combined with sophisticated computational

techniques like machine learning to create useful and worldhanging products that will

help solve global challenges. Based on our experience developing thesedkiof systems,
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move forward, we firmly believe there are many global problems in the world today that

could become more tractable and solvable with the careful applidan of Al, as an

ingredient in a wider solution. These areas of opportunities are relatively well understood,

and are being investigated irdepth by researchers around the world and the White House
itself, so we only mention some briefly here:

Transportation of people and goods will be made more efficient, safer, and more
environmentally friendly with the adoption of automation, and possibly more sophisticated
Aloio 1T&£ 1) ATA T AAREETA 1 AAOTETCh 11T 100 O1 AAO A
manage thke movement of goods more efficiently to better match supply and demand.
Artificial intelligence might also help mitigate the effects of climate change directly by
opening up new opportunities for cleaner power generation or managing existing
resources, orcould help manage, monitor, and recommend interventions into changing
ecosystems.

In educational settings, artificial intelligence could help address the needs of individual
students to better tailor the style and pace of instruction.

In medicine, artificial intelligence and robotics could help doctors diagnose and treat
conditions at lower cost and with greater accuracy.

Assistive care could be provided by robots and artificial intelligence improving the lives of
the handicapped, the elderly and anyone s¢ needing physical assistance in order to live
more fulfilling and independent lives.

There will also be new discoveries and sectors created by artificial intelligence in areas that
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science and basic research could help accelerate the pace of scientific discovery and our

own understanding about the world that will then unlock new technologies or sectors that
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Areas for Further Research adh Attention from Policymakers

There are plenty of open research topics in the field. Based on our experiences in the real

world testing and rollout of products into the real world that are often described as using
OAOOEZAZEAEAT EIT OAlolsdine & thdbkoader secil@iial AechAicalzhnlleAgks

involved. For example, the field of robchuman interaction is an emerging discipline that

will help guide technologists and innovators in the design of robotic systems that will help

them interact seanlessly in order to support human beings. How human drivers interact

with autonomous vehicles, for example, is an important area of research for that project.
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the right technical challenges for innovators to keep in mind in order to develop better and

safer reatworld products: avoiding negative side effects (e.g. avoiding siems disturbing

their environment in pursuit of their goals), avoiding reward hacking (e.g. cleaning robots

simply covering up messes rather than cleaning them), creating scalable oversight (i.e.

creating systems that are independent enough not to need mstant supervision), enabling

safe exploration (i.e. limiting the range of exploratory actions a system might take to a safe

domain), and creating robustness from distributional shift (i.e. creating systems that are

capable of operating well outside theittraining environment).

There is a strong role for sectorspecific research into the challenges and opportunities of
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opportunities and the research challenges to introducing more automation in aviation, at

both the technical and regulatory level. In the autonomous vehicle context, RAND has
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which similarly lists some of the opportunities and areas of possible research. Encouraging

more sector-specific investigations like these in other fields such as medicine or education,

or even within specific industries such agogistics, agriculture, or construction could help

produce a more practical roadmap for how policymakers, technologists, and other

stakeholders can encourage and better manage the implications of artificial intelligence.

There are still some important op& questions around how best to manage the economic
effects of artificial intelligence and automation. As Jason Furman from the Council on
Economic Advisors recently pointed out, job training and education, in addition to wider
government investments in bag research and private sector R&D, are practical ways that
governments can help meet the challenge of declining labor force participation. But there
does not seem to be a strong consensus around which skills to teach a new generation of



workers, and the kest ways for educators and educational institutions to practically

implement those new practices. There is a wide disconnect between seemingly widespread
agreement that educational settings and practices need to evolve in an economy defined by

rapid change and practical realworld guidance and policies that could help implement the
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important area of focus for governments.

Relatedly, as the economist Larry Summeisas pointed out, twathirds of the workforce

that will be working in 2030 has already gone through their traditional education pathway.
The conventional wisdom has been that job retraining or placement programs for adults are
difficult to implement and are not always successful. But more research is warranted into
the right ingredients for creating active and effective job retraining or job placement
programs that will lead to a meaningful increase in labor force participation. And, given
recent uptick in popularity of more flexible working environments, governments should
better understand how to measure and incorporate those workers and working
environments into measures of the health of our labor force, and how those sorts of labor
arrangements can provige meaningful economic opportunity for participants.

There are also ways that governments might encourage the application of artificial
intelligence to help solve global problems. The integration of artificial intelligence and
automation into regulated ormanaged industries means that governments will need to
grapple with how to apply old rules and procedures when faced with new technical facts
that break the mold. Governments should invest more in developing sectspecific
technical expertise within exising regulatory agencies to better equip them to understand
and manage the unique challenges associated with specific implementations of artificial
intelligence. Governments and policymakers should also endeavor to create more flexibility
within regulatory frameworks that could better accommodate automation and machine
learning, for example when technology fills certain roles that had been traditionally
managed by people. And beyond that, there may be ways that government agencies and
institutions could use machine learning, artificial intelligence, or related areas like robotics
or automation, to better fulfill their statutory mandates or do their existing work more
efficiently.

Protecting human dignity, including the right to privacy and providing new oppdunities to

live fulfilling lives will be an important public policy goal to achieve as artificial intelligence
becomes more commonplace. As industries and sectors evolve and begin to incorporate
artificial intelligence and automation over the coming yeas, they should be allowed the
space and opportunity to demonstrate that these important goals can be met without early
and prescriptive rules or policies that risk stifling or predetermining the kinds of

technologies and techniques available to innovatorg.he recent NTIA multistakeholder
process to define privacy best practices for unmanned aircraft systems is a good example of
how governments can create a space for best practices to develop organically without pre
defining a specific outcome. Technologyithese sectors will evolve quickly, and could itself

CAE



present novel ways of protecting consumer privacy and dignity.

In sum, artificial intelligence and related technologies like robotics and automation will play

an important role in solving some of thew O1 A6 O AEC AEAI T AT CAO8 ' 1 OAOT I
encouragement of more research into the opportunities and implications of its adoption

within specific economic, industrial, or social sectors is a useful way to produce tangible

guidance for how governments, innovators, Bd other stakeholders can help encourage that

integration quickly and responsibly.
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Stephen Smith, Association for the Advancement of Artificial Intelligence

This submission is an organizational response from AAAlthe Association for the
Advancement of Artificial Intelligence. AAAI is an international organization, headquartered
in California, the largest Al Society in the world, with over 3000 members. This response
was developed by the Government Relations Committee of the AAAI Executivacil, in
coordination with the President of AAAL.

(1) The legal and governance implications of Al

The deployment of Al systems in increasingly more complex decisiemaking settings raises
important issues around agency, ownership, fairness and respotmiity. As a first step, the
US should convene a working group comprised of legal experts, Al researchers, and other
stakeholders (e.g., Al system manufacturers, insurance companies, consumer advocates,
etc.) to explore issues of culpability for Al systendecisions, and develop model laws and
regulations. Another concern that requires study is that of providing protection against
potential power asymmetries that might arise (e.g., through manipulation and/or
exploitation of Al systems) between those with igight and understanding of Al

technologies and those without it. Finally, since Al systems often rely on personal or
sensitive data, they also face the same general data privacy issues that other software and
database systems do. Given the potentially unig character of Al systems relative to this
last set of issues, any broader forum convened to discuss and address data privacy should
include representation from the Al research community.

Laws and regulations in each of these areas will need to evolveamtime, but individual

cases make bad law, so it is important that legislatures put some reasonable statutes in
place. The legal aspects of Al systems are complex, and as such it is recommended that they
be approached incrementally as a function of bothl) degree of the system autonomy
permitted and (2) problem domain (e.g., autonomous vehicles, medical diagnosis) rather
than pursuing discipline-wide blanket laws.

(2) The use of Al for public good



There is tremendous potential for Al to serve the publigood by creating decision making
tools that incorporate a comprehensive set of sensor signals into highccurate models
that enable both rapid response to crises, as well as medium and long term planning. Al
tools are already being applied to optimize rany aspects of city services including utilities,
transportation, law enforcement, and poverty mitigation. Al tools have also been shown to
be useful for detecting manipulation of social media and many forms of financial fraud.

Looking ahead, we anticipa@ many other highimpact social good applications in the short

to medium term, including early detection of serious medical conditions from routine test
data; more efficient healthcare delivery including homebased care; improved ecosystem
and resource mamagement; personalized education; detection of public health hazards (e.g.,
presence of lead paint) from analysis of diverse data; and automated testing of complex
software/hardware systems that will be ultimately operated by people to ensure safety. In
gereral, Al has had strong success (often surpassing human expertise) in problem domains
that are narrowly scoped and well structured; and applications that possess these
characteristics are prime candidates for shorterm benefit.

(3) The safety and contrd issues for Al

When Al technology is incorporated into systems that contribute to higistakes decision
making, errors can have severe consequences. In the past, Al research and development has
not always attended to these risks. Research is urgently néed to develop and modify Al
methods to make them safer and more robust. A discipline of Al Safety Engineering should
be created and research in this area should be funded. This field can learn much by studying
existing practices in safety engineering in ther engineering fields, since loss of control of Al
systems is no different from loss of control of other autonomous or ser@utonomous

systems. Al technology itself can also contribute to better control of Al systems, by

providing a way of monitoring the behavior of such systems to detect anomalous or
dangerous behavior and safely shut them down. Note that a major risk of any computer
based autonomous systems is cyber attack, which can give attackers control of higjhkes
decisions.

There are two key ssues with control of autonomous systems: speed and scale.-bEsed

autonomy makes it possible for systems to make decisions far faster and on a much broader

scale than humans can monitor those decisions. In some areas, such as high speed trading in
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possible. This is dangerous, and government should consider whether there are settings

where decisionrmaking speed and scale should be limited so that people can exegcis

oversight and control of these systems.
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commentaries by other prominentindividuals from non-Al disciplines. Recent Al successes
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program) have led to the false perception that Al systems possess general, transferrable,

human-level intelligence. Tlere is a strong need for improving communication to the public

and to policy makers about the real science of Al and its immediate benefits to society. Al

research should not be curtailed because of false perceptions of threat and potential
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step in this direction.

(4) The social and economic implications of Al.

The social and economic implications of Al are difficult to predict. It is likely that Abased
technology will improve productivity in many industries, but it is unclear how the benefits

of these productivity improvements will be distributed through the economy. Al systems
continue to be developed to improve education, particularly in STEM fields, through
personalization and oneon-one tutoring. Al systems can also improve access through
natural language interaction and virtual presence. The government should fund research to
monitor social/economic impacts of Al systems by collecting statistics and studyirtgpw Al
systems affect the nature of work, the growth of productivity, and the distribution of wealth.
Regular reports to government should be required, so that appropriate policies can be
introduced if they become necessary.

Care should be taken to dishguish economic impacts due to Al systems from those that are
due primarily to other factors (e.g., other information technology, outsourcing practices).
The government should seek to build greater ihouse technical expertise in Al as a
practical meansof gaining understanding and getting on top of these issues.

(5) The most pressing, fundamental questions in Al research, common to most or all
scientific fields

0 How can computers acquire broad commonsense knowledge including knowledge
of appropriate and inappropriate behavior in social interactions? Existing methodologies
(supervised learning, handcoded knowledge bases) have so far failed to provide this
knowledge. Such knowledge is important for allowing Al systems to operate in open
environments andespecially to interact effectively with people.

0 How can Al systems best augment human decisianaking and vice versa, and
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transparent structures) will make it easy for pele to collaborate effectively, safely, and
reliably with Al systems? How can humans teach Al systems to expand their knowledge?
Interdisciplinary research that engages human factors, cognitive psychology, and Al
research communities toward these challengs is needed.

0 How can Al systems be made robust to umodeled aspects of the world? No system
can model (or be aware of) the full complexity of its surroundings. Living systems appear to
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direction is to develop ways that Al systems can introspect about their capabilities and
limitations. Methods for continual selfmonitoring to detect failures and limitations are
needed.

o] Modern Al systems continue to learn from their expegances after they are deployed.
Methods are needed for ensuring that this adaptation respects safety and functionality
constraints. Formal verification techniques may be useful but are limiting for software
systems that adapt, plan and learn and will reque new methods; seHmonitoring

capabilities may be essential.

o] What are the limits of Al systems? We have computability theory for all of Computer
Science, the theory of inductive inference and Probably Approximately Correct (PAC)
learning for machine leaning, and intractability results for various logical representation
systems. Can tighter formal limits or better theoretical understanding be achieved for
specific classes of Al systems/methodologies (e.g., deep learning)?

0 How can Al systems help usnderstand the brain and intelligent human behaviors,
and advance fundamental understanding of intelligence?

(6) The most important research gaps in Al that must be addressed to advance this field and
benefit the public

As indicated in the response to Qustion 3 above, Al is already benefiting the public in
several different areas, and answers to the fundamental questions listed in Question 5
would surely open up Al systems to a much broader public benefit. Among the important
research gaps embodied in thee questions are the following:

0 Data and methodological biag Much of the potential of Al systems follows from the
ability to extract patterns from large data sets and turn these results into forms of
actionable information and advice. However there argeveral sources of bias that can
impact the accuracy of the conclusions that are drawn. If the data were collected in a biased
way or if data quality (noise, missing values, precision) exhibits biases, then the extracted
patterns can be biased. Likewisdgiases can come from the assumptions made by the
algorithms applied to extract patterns and draw conclusions (e.g., active learning methods,
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eliminate or control it?

0 Collaborative decisionmaking z In the short and medium term, mechanisms for Al
systems interacting with and supporting human decisiormakers (in contrast to fully
autonomous Al systems) will constitute the primary path to application and benefit, and

this requirement exposes several gaps in current capabilities. Very few Al systems are able
to explain their reasoning, either through summarization of logical inference, visualization
of key consequences, or simulation of expected decision behaviors. Toépability is
fundamental to broader application of Al systems: (a) to allow people and computers to
work well together (effectiveness, safety, reliability), (b) to enable people to attain
appropriate levels of trust in Al systems and promote further autmation, (c) to support

post mortem examination of decision making for credit assignment and possibly for legal



purposes, and (d) to help Al system developers detect and repair errors in the system.

o} Ethical decisionmaking z As we move toward applying Asystems in more mission
critical types of decisionmaking settings, Al systems must consistently work according to
values aligned with prospective human users and society. Yet it is still not clear how to
embed ethical principles and moral values, or eveprofessional codes of conduct, into

machines.

(7) The scientific and technical training that will be needed to take advantage of harnessing
the potential of Al technology, and the challenges faced by institutions of higher education
in retaining faculty and responding to explosive growth in student enrollment in Al related
courses and courses of study

There is currently a significant pull of academic research and teaching expertise toward Al
companies due to financial packages that universities cannotatch, computing facilities
and other infrastructure that is not otherwise available, etc. This trend benefits shotierm
application of Al research but hurts more fundamental, academic Al research. It also
negatively impacts the training of future Al reseechers and practitioners.

Universities are allocating faculty positions to Alrelated areas. However, for prospective
faculty members to succeed, they need to be able to obtain research funds from Federal
sources (including NSF, ONR/ARL/AFOSR, DARPA, NISIH, etc.). Congress needs to
allocate additional funds to these agencies to enable them to invest in-Adlated research.
Further, it is important that the government continue to advocate and invest in longeterm,
fundamental Al research. It often take many years to achieve breakthroughs that are key to
solving particular societal problems, and no one has the crystal ball to fully predict what
these will be. [Note that such a commitment to sustained funding would make such faculty
positions more attractive both to potential faculty members and to their institutions, in
addition to boosting the longterm benefit of Al research to society.] Government could also
improve the training of future Al researchers by greatly increasing the funding available for
NSF Graduate Fellowships.

There is also need for more basic education and outreach activities to the general public on
the capabilities and potential of Al technologies. Steps should be taken to make
introductions to Al topics such as machine learningglanning, knowledge representation,

and robotics part of the core undergraduate curricula for norcomputing majors.

(8) The specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encouragamultidisciplinary Al research

It is important to have sustained funding for multidisciplinary research. The achievement of
systems with robust common sense reasoning and humaavel decisionrmaking expertise
will require sustained collaboration between dsparate and (currently) largely disconnected
research communities in psychology, social sciences, and Al. There is also increasingly a



need for policy and technology research to mutually inform and align.

NSF has had several interdisciplinary research pgrams over the years (e.g., ITR, CDI,
SEES), but each program only lasts for a few years. In order for a faculty member to take the
risk of building an interdisciplinary research program, there needs to be the prospect of
continuing funding opportunities over the long term. This prospect can also encourage
universities to create interdisciplinary faculty positions to attract candidates that may not

fit neatly into one discipline.

Many important research areas in Al cross government agency boundaries (ethe
Departments of Justice, Commerce, Energy, and Defense as well as NSF and NIH). The
government should create crossagency working groups to develop research roadmaps and
funding programs to promote this research. Important research aimed at social good
crosses levels from city governments to regional utilities to law enforcement at all levels
(including municipal, state, FBI, Coast Guard, and Border Control). Mechanisms need to be
created that support the development of data sets and research programganning these
levels.

(9) Specific training data sets that can accelerate the development of Al and its application.

To apply supervised learning to acquire broad, commonsense knowledge, labeled data sets
are needed about common sense situations. Similgy to give Al systems better
understanding of appropriate (ethical) behavior, data sets are needed describing decision
making situations and the ethical and unethical actions that could be taken in those
situations.

The promotion of open data initiatives(be it data about cities, government, biomedical
experimentation, the environment, materials engineering, education, etc.) would likely
accelerate Al application development in many problems of societal interest/benefit, since
Al researchers often end ugpursuing problems where data is openly available.
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Market Commitments can play in accelerating the development of applications of Al to
address societal needs, such as aderated training for low and moderate income workers

Incentive prizes, if large enough, can have a major impact. However, they generally reward
people who already have enough resources that they can take the risk of spending their
own funds even if the pobability of winning a prize is low. Providing some form of
participant support for non-traditional teams that wish to compete for incentive prizes is
critical for broadening participation.

Current government acquisition rules, particularly in DoD, are @ing as disincentives to the
development of advanced technology. It can take upwards of a decade or more for Al



systems to be proven and transitioned into operations. The government should define new
processes for the certification of adaptive/Al technolgy so that DoD and other government
agencies can easily acquire it.
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Alex Kozak, X, a moonshot factory
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X (formerly Google X- for more information see solveforx.com) appreciates the
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artificial intelligence and the wider society and economy, and X is happy to contribute to

this process. We believe that artificial intelligence and robotics will be crucialements in
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are ripe for the application of artificial intelligence, andother areas where further research

and attention is needed.

Who We Are

X is the moonshot factory within Alphabet Inc. We are a team of engineers, scientists,
makers, and inventors that applies audacious thinking to huge global problems to make the
world a better place using technology. X incubates new breakthroughs in science or
technology that could solve huge problems that affect millions or even billions of people.

All our projects must have three ingredients. First, the project must be focused towasd
solving a very big problem in the world® something that, if solved, could make millions or
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product or service that might even sound like science fiction. And Ig, there must be some

breakthrough technology involved, along with evidence which gives us hope that the
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Our current list of public projects gives some indication of the kind of technology we think
counts as a moonshot, and thus are indications of the kinds of projects we are likely to
produce more of:

The SelfDriving Car Project isworking to develop fully self-driving vehicles that have the

potential to make our roads safer and increase mobility for the millions of people who

cannot drive. Our ultimate goal is to help people get from A to B at the push of a button. In

the project's seven year history, the vehicles in the test fleet have saifiven over 1.7
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Austin, TX, Kirkland, WA and Phoenix, AZ.

Project Loon is a system of balloons, carrigly winds in the stratosphere, that can beam
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networks. Billions of people globally do not have reliable access to the internet. Project
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connectivity tests in Chile, Australia, Sri Lanka, and are preparing future tests in additional

countries, such as Indonesia.

Makani hopes to accelerate the shift to clean, renewable energy by devdlpenergy kites,

a new type of wind turbine that can access stronger and steadier winds at higher altitudes

to generate more energy with less material.

Project Wing is developing an aerial delivery system using sdlfying vehicles. We believe

this technology could open new approaches to the transportation and delivery of gooels
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today on the ground.
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large, global problems where robots might provide new breakthrough solutions that could
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The Opportunities of Artificial Intelligence
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is that robotics and mechanial systems can be combined with sophisticated computational

technigues like machine learning to create useful and worldhanging products that will

help solve global challenges. Based on our experience developing these kinds of systems,
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move forward, we firmly believe there are many global problems in the world today that

could become more tractable and solvable with the careful application of Al, as an

ingredient in awider solution. These areas of opportunities are relatively well understood,

and are being investigated irdepth by researchers around the world and the White House

itself, so we only mention some briefly here:

Transportation of people and goods will be rade more efficient, safer, and more

environmentally friendly with the adoption of automation, and possibly more sophisticated
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manage the movement of goods more efficielytto better match supply and demand.

Artificial intelligence might also help mitigate the effects of climate change directly by

opening up new opportunities for cleaner power generation or managing existing

resources, or could help manage, monitor, and cemmend interventions into changing

ecosystems.

In educational settings, artificial intelligence could help address the needs of individual

students to better tailor the style and pace of instruction.



In medicine, artificial intelligence and robotics couldchelp doctors diagnose and treat
conditions at lower cost and with greater accuracy.

Assistive care could be provided by robots and artificial intelligence to provide assistance to
differently -abled people, people in old age, or anyone who may desire ploa assistance.

There will also be new discoveries and sectors created by artificial intelligence in areas that

xA AAT 80O UAO POAAEAO8 400TEIC OEA PIi xAO 1T £ | AAEE
science and basic research could help accelerate the padescientific discovery and our

own understanding about the world that will then unlock new technologies or sectors that
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Areas for Further Research and Attention from Policymakers

There are plenty of open research topici the field. Based on our experiences in the real

world testing and rollout of products into the real world that are often described as using
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involved. For example, the field of robothuman interaction is an emerging discipline that

will help guide technologists and innovators in the design of robotic systems that will help

them interact seamlessly in order to support human beings. How human drivers interact

with autonomous vehicles, for example, is an important area of research for that project.
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the right technical challenges for innovators to keep in mind in order to develop better and

safer reatworld products: avoiding negative side effects (e.g. avoiding systems disturbing

their environment in pursuit of their goals), avoidingreward hacking (e.g. cleaning robots

simply covering up messes rather than cleaning them), creating scalable oversight (i.e.

creating systems that are independent enough not to need constant supervision), enabling

safe exploration (i.e. limiting the rangeof exploratory actions a system might take to a safe

domain), and creating robustness from distributional shift (i.e. creating systems that are

capable of operating well outside their training environment).

There is a strong role for sectorspecific resarch into the challenges and opportunities of
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opportunities and the research challenges tanitroducing more automation in aviation, at

both the technical and regulatory level. In the autonomous vehicle context, RAND has
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which similarly lists some of the opportunities and areas of possible research. Encouraging

more sector-specific investigations like these in other fields such as medicine or education,

or even within specific industries such as logistics, agriculture, or construction could help

produce a more pracical roadmap for how policymakers, technologists, and other

stakeholders can encourage and better manage the implications of artificial intelligence.



There are still some important open questions around how best to manage the economic
effects of artificia intelligence and automation. As Jason Furman from the Council on
Economic Advisors recently pointed out, job training and education, in addition to wider
government investments in basic research and private sector R&D, are practical ways that
governmentscan help meet the challenge of declining labor force participation. But there
does not seem to be a strong consensus around which skills to teach a new generation of
workers, and the best ways for educators and educational institutions to practically
implement those new practices. There is a wide disconnect between seemingly widespread
agreement that educational settings and practices need to evolve in an economy defined by
rapid change, and practical realvorld guidance and policies that could help implerant the
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important area of focus for governments.

Relatedly, as the economist Larry Summers has pointed out, tvibirds of the workforce

that will be working in 2030 has already gone through their traditional education pathway.
The conventional wisdom has been that job retraining or placement programs for adults are
difficult to implement and are not always successful. But more research is warranted into
the right ingredients for creating active and effective job retraining or job placement
programs that will lead to a meaningful increase in labor force participation. And, given
recent uptick in popularity of more flexible working environments, governments should
better understand how to measure and incorporate those workers and working
environments into measures of the health of our labor force, and how those sorts of labor
arrangements can provide meaningful economic opportunity for participants.

There are also wag that governments might encourage the application of artificial
intelligence to help solve global problems. The integration of artificial intelligence and
automation into regulated or managed industries means that governments will need to
grapple with how to apply old rules and procedures when faced with new technical facts
that break the mold. Governments should invest more in developing sectspecific
technical expertise within existing regulatory agencies to better equip them to understand
and manage e unique challenges associated with specific implementations of artificial
intelligence. Governments and policymakers should also endeavor to create more flexibility
within regulatory frameworks that could better accommodate automation and machine
learning, for example when technology fills certain roles that had been traditionally
managed by people. And beyond that, there may be ways that government agencies and
institutions could use machine learning, artificial intelligence, or related areas like robats
or automation, to better fulfill their statutory mandates or do their existing work more
efficiently.

Protecting human dignity, including the right to privacy and providing new opportunities to
live fulfilling lives will be an important public policy goal to achieve as artificial intelligence
becomes more commonplace. As industries and sectors evolve and begin to incorporate

artificial intelligence and automation over the coming years, they should be allowed the

CAE



space and opportunity to demonstrate thathese important goals can be met without early
and prescriptive rules or policies that risk stifling or predetermining the kinds of
technologies and techniques available to innovators. The recent NTIA multistakeholder
process to define privacy best practies for unmanned aircraft systems is a good example of
how governments can create a space for best practices to develop organically without pre
defining a specific outcome. Technology in these sectors will evolve quickly, and could itself
present novel ways of protecting consumer privacy and dignity.

In sum, artificial intelligence and related technologies like robotics and automation will play
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encouragement of more research intohte opportunities and implications of its adoption

within specific economic, industrial, or social sectors is a useful way to produce tangible

guidance for how governments, innovators, and other stakeholders can help encourage that

integration quickly and responsibly.

Respondent 107

David Enabnit, These comments are my own.

Question 7: The explosive growth of industry attention to Al may be draining universities of
students and faculty. While the popularity of the topic may provide replacements, a high
turnover rate would negatively affect the intellectual maturity of the research infrastructure
providing the basic research on Al. OSTP and NSTC should undertake to assess the quantity
and quality of research faculty in core Al disciplines to determine if sln a problem is

arising. Federal intervention may be needed in the form of research grants, additional
graduate and postdoctoral financial support, and increased funding for basic research in Al
disciplines at federal laboratories to provide stability.

It is also unclear that industry, which is benefiting from this pool of basic research talent, is
contributing to (re)build the talent pool. OSTP and NSTC should undertake to determine if
industry funding for basic research, both within their companiesand at universities, reflects
the gains they are receiving and the needs of the community. Appropriate action should be
taken based on the result.
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The examples citedn the RFI would be helpful where there is a large, dfront investment

or high risk, e.g. the space industry and conquering cancer. Al has a much lower entry cost

and the economics are so compelling that industry seems to be investing billions of dollars

even at the present state of technological immaturity. It might be more appropriate to

broadly educate government employees at all levels, municipal, state and federal, on Al and

its applicability to government problems so those employees become payingstomers

with real applications. The 4 recent OSTBponsored workshops are an example of such

educational activities. Federal contracts or grants for scalable Al deployments on actual



government problems could add economichef EOOO AOTI EA OAAKEEBAGOAAE AT i

lead to operational deployments.

Question 11: OSTP is correct to highlight Al as perhaps the most consequential effort ever
undertaken. It should be treated as such. Policies should be developed and implemented to
see that the U.S. stayat the leading edge and that the U.S. receives the full benefit of
advances. For example, Al will most likely yield to large numbers of highly trained people
working on the problems for many decades. U.S. companies and universities are drawing
the brightest from around the world, but U.S. immigration policy must be aligned to insure
that, once trained, they stay here and contribute to the critical mass needed for progress.

It appears that federal funding of research may be demphasizing basic reseath and
directing a larger percentage towards lower risk applied research. However because of the
large economic potential and immediate commercial applications, industry is aggressively
funding applied research and development on artificial intelligence©OSTP is well positioned
to query federal funders to assess this situation, and if valid, to steer federal funding for Al
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information, concepts and problems and transforming them into understanding and
solutions. Intelligence need not be artificial (machine intelligence) to be of value. OSTP
should include augmenting naturaintelligence (human intelligence) within their scope.
Computer-driven individually tailored education; the underlying science on collaboration,
brainstorming and other such fads; and chemical and electrical stimulation of intelligence
are 3 examples whee fundamental research might contribute to our capabilities.

Respondent 108

Graham Gilmer, Booz Allen Hamilton

Ethics in the Age of Al
Booz Allen Hamilton response to
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Tech billionaires, the media, an@gntertainment companies are creating hysteria around
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derail Al R&D from delivering valuable contributions to the American economy and military
competitiveness m the world stage, as well as drowning out more legitimate, focused

ethical concerns. In place of panic, the Office of Science and Technology and Policy (OSTP)
should calmly and boldly set the agenda for the future by establishing a set of guiding
principl es around Al ethics and policy.

Much has been discussed about Al disrupting the workforce and displacing jobs. While this
is a potential outcome, OSTP has an opportunity to chart a different path for the U.S. By



establishing a national set of ethical priniples, as well as guidelines for federal research and
development in this space, OSTP can position the U.S. as a world leader in Al. Success will
ultimately result in high-quality job creation and calm fears around the adoption of Al. We
will also enjoy the benefits of breakthroughs in health and science discoveries and
development of new defensive capabilities to deter threats at home and abroad.

At Booz Allen Hamilton, a technology and strategy firm, our data scientists and computer
engineers wield cuting-edge machine learning and other Al techniques in order to benefit
the public good and create tangible value for the government. From our purview, we see a
few overarching themes that are driving the need for a national focus on ethics in Al:
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that will only increase. We expect to see a future where Al will decide the length of jail
sentences, whether you are stopped by police, or if your cancer is diagnosed. Theré e
many benefits, but also real consequences to human life if the Al is wrong, meaning a great
deal of thought is needed about biases, error, and policy.

72 Unintended Consequences: Machines that are designed without the input of diverse
thinking may lead to systems that cannot grasp the nuances of social and cultural norms.
Ethics training gaps in computer science and related fields will exacerbate this problem,
which provides OSTP with a unique opportunity to shape this space. Without proper
controls, systems may teach themselves bad or unethical behaviors if they help to achieve
an overly focused goal. Examples include algorithms and chat bots gone awry with racist,
intolerant or inhumane outputs.

72 Privacy/Transparency Concerns: As machines becometber at detecting identities
and predicting how consumers are likely to behave, the public will have strong privacy and
security concerns. At the same time, they will become increasingly frustrated with Al that

PDAOI /

AAT AAO AO A OAI1 AAEictdble @ays. Gtizen©Owlillkiéntand@nbrecorbl ® O A A

of their own data, and greater transparency from increasingly powerful inferencenaking
Al. Industry leaders will need to embrace open source culture for large organizations, while
simultaneously preserving reasonable expectations of privacy at the individual level.

As with other rapidly evolving technological frontiers, even the most carefully designed and
adaptive regulatory agenda may not be able to keep pace with changes in Al. As such, we do
not believe creating a complex regulatory system is a feasible approach. We also cannot
stand idle. While tremendous gains no doubt beckon from the unbridled enthusiasm of
American discovery, to safeguard against harm we recommend that OSTP lead the nation,
and the warld, in establishing ethical and policy principles related to Al. Laying the ethical
foundation for the progress to follow will ensure that these technologies and all associated
policies related to them will reflect soberminded attention to providing bensfit for all of
mankind. Creating these ethical and policy norms will be imperative, and OSTP is uniquely
positioned to do so with the credibility derived from a long history of actions in fields

ranging from STEM education to nuclear nosproliferation.

Chaosing Guiding Principles

Al is truly a grand experiment on all of humanity. Advances in Al will change our society and



our world by revolutionizing how we live, work, and interact. It will touch every aspect of

our lives. Like many experiments, Al offersinprecedented possibilities for human gain, but
care must be made to avoid and minimize harm on the subjects of the experiment, namely
ourselves and the most vulnerable among us. We must ensure that Al is beneficial, not
harmful, to human welfare. To thaiend, we call on OSTP to champion a set of principles to
ensure a bright future for all.

When creating guiding principles applicable to fundamental research and to policy alike,
OSTP may leverage the hardarned knowledge of ethical practices from other élds of

human endeavor. As we envision Al research as an experiment, our source for a set of
principles becomes obvious: the three fundamental principles of human subject research as
set out by the Belmont Report(1). These principles are Beneficence, Justiand Respect;
they originated in bioethics, and we see them as equally applicable to Al.

Beneficence

Beneficence is the most basic of commands for any ethical guidelines, namely to do no harm.
Developers of Al must ensure whatever methods they are deleping protect the physical,
mental and social weltbeing of all, avoiding harm both to individuals and to the community
as a whole.

The harm that must be avoided extends far beyond clichés of robot rebellions. Al algorithms
today are being used to predicthe likelihood of criminal recidivism and inform parole
decisions. However, software was found to be twice as likely to mistakenly flag black
defendants as being at a higher risk of committing future crimes, and twice as likely to
incorrectly flag white defendants as low risk. We note how easy it is for subtle bias in
human society to sneak in to what seems like an impartial algorithm. Machine learning is
only as good as the data it trains on, and avoiding harm thus necessarily includes creating
safeguardsto prevent societal and racial biases being learned by the algorithm. We note
that one action that might have avoided this particular harm is having a more diverse Al and
computer developer workforce.

(1)http://www.hhs.gov/ohrp/regulations -and-policy/belm ont-report/

Justice

Justice means to treat people and issues fairly. In the scope of human subject research, it
means that the research should provide a fair distribution of costs and benefits to potential
subjects, particularly when the subjects are ofidadvantaged groups. If the subjects are
members of a particular minority, such as people suffering from a particular disease, the
research benefits should be focused on improving the outcomes of people from that
minority group.

In making Al just, we emplasize the importance of ensuring the benefits of Al apply to all
people, not simply privileged elites. For example, smart devices have the possibility of
significantly improving health outcomes. However, they are likely to be purchased only by
those who can afford them and we should consider whether there are more benefits or
costs to those who cannot afford to upgrade.

Respect



In the context of human subject research, respect means that each individual has the right

to decide whether to participate in a tudy while exercising informed consent. Subjects, to

the degree that they are capable, must be given the opportunity to choose what shall or

shall not happen to them. There have been notable examples where social media companies
subjected their users to eperiments aimed at improving their Al algorithms. We must think
beyond terms of service to define a consent process that includes three elements:
information, comprehension, and voluntariness.

For many Al applications, it is difficult to receive informed onsent from every person
potentially impacted by new technologies, which could be the entire population. That wide
scope makes this principle all the more important. Having a principle of opesource by

default is one key way to keep the public informed ofhat developers are doing. Ideally,

this is coupled with other methods to increase comprehension of Al work, such as

workplace development, seminars, or educational outreach. Consent can be approximated
via the political process, referenda, or opbut procedures. Respect means a constant
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Further Considerations

Disruption from Al should be expected. The impacts will be disparate and require input
from many stakeholders. Broad collaboration in the glodacommons will be crucial. The
United States, and OSTP in particular, has the opportunity to establish the country as a
world leader in Al. The United States can take a large role in shaping global interactions
through its behavior. Establishing ethical ad policy principles for Al will provide the
requisite credibility and motivation for these actions.

The principles described above deliberately do not include specific policy
recommendations. Instead, they are intended to provide the underpinnings of a
comprehensive strategy for ensuring we realize the benefits of Al with minimal negative
consequences. As OSTP, and National Science and Technology Council (NSTC)
Subcommittee on Machine Learning and Artificial Intelligence examines policy related to Al
informed by human subject research ethical guidelines, they may consider a few concrete
steps that will reinforce the adoption of these principles:

1) Spearheading a National Al Ethics and Policy Roadmap that addresses:

- Following the bioethics model and stablishing approval mechanisms for Al research
analogous to human subject research.

- Taking active steps to ensure the inclusion of unique perspectives and diversity within the
workforce developing Al systems.

- Guidance to federal agencies in considegrhow applications of Al relating to their data or
centralized systems will interact with ethics and policy principles.

2) Establishing a Science Ambassador for Al Ethics and Policy for issues impacting the
global commons, including involvement with:

EAA



- Projects that the U.S. or other countries conduct that will have the potential to impact
people globally.

- Encouraging openness to defend against risky behavior by bad actors.

- Ensuring that as the U.S. progresses in the field, it values humanity aladgsechnology

by working with stakeholders to address opportunities and concerns that impact the public.

3) Establish a culture of ethical and fair Al research throughout the country, through
actions such as:

- Establishing the principle of open sourcby default. Having open Al means that the
systems making more and more decisions are available for anyone to examine and critique.
- Encouraging STEM training, both of the current workforce and the next generation, to
increase public comprehension of Aléchnology and simultaneously maintain
competitiveness.

- Create constant citizen engagement in Al science through public workshops, citizen
science, open access and open standards.

Artificial Intelligence can and will change the future of human societyVith the

experimental nature of any new technology comes the importance of making sure ethical,
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at the end. We call on OSTP to establish the US as the world leadekliresearch by

creating and establishing Al ethics and policy principles for all.

Respondent 109

Emma Peck, Engine

Engine appreciates this opportunity to provide input on the promise of Artificial
Intelligence (Al) technologies and the challenges and befits that they present.

Topic One: The legal and governance implications of Al
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policymakers should interact with emerging technologies that present new opportunigs

and challenges. Since technological innovation typically moves at an exponentially quicker

pace than policymaking, government officials often find themselves reacting to new

innovations without a full understanding of the technologies at issue or the esequences of
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learn more about this emergent technology and believe it is important that the government

continue its engagement with stakeholders on these important isges.

Academics and researchers have been exploring Al for decades, but thanks to recent
advances in computing power, internet connectivity, cloud computing, and access to data,
what was once just a theoretical endeavor has edged closer to reality. Whiite full



potential of Al has not yet been realized, certain Al technologies are already a part of our
everyday lives, delivering benefits to consumers and businesses through applications and
techniques like smartphone speech recognition, form autsompletion, ecommerce
recommendations, spam filtering, and facial recognition. Al is also powering emerging
industries like robotics, unmanned aircraft systems, and selriving cars.

While some of these advancements have been led by larger technology companieany of
the breakthroughs in Al are being driven by startups. As nimble businesses with the ability
to act quickly and focus on riskier ideas, startups are wepositioned to lead in some of the
most innovative applications of Al. Additionally, investolinterest in Al ventures is at an al
time high, making it easier for startups to more effectively compete with larger players in
the Al space. According to market research firm CB Insights, funding for Al startups
increased by more than 400% between 201and 2015. The firm estimates that investments
will continue to increase, growing 76 percent to $1.2 billion this year. Additionally, over the
past 5 years, larger corporations have acquired more than 30 startups working on Al
technologies.

Al has potentally limitless applications across numerous sectors. Below are examples of
startups that are already harnessing the power of Al to disrupt and transform existing
industries:

Healthcare: The startup Enlitic is using deep learning and image analysis to helpctors

spot abnormalities in medical images like xays and CT scans to make faster, more accurate
medical diagnhoses. Another startup, Sensely, has used Al to create a virtual nurse that helps
clinicians manage their chronic care patients between appointents.

Transportation: The startup comma.ai is developing an autonomous car kit that will allow
drivers to transform any non-autonomous vehicle into a sekdriving car. Civil Maps is
working on 3-D maps, powered by Al, to help autonomous vehicles navigatoads more
easily and safely.

Energy: Verdigris installs sensors in commercial facilities to learn how energy is used and
applies machine learning and Al to optimize energy consumption and operational efficiency.

Cybersecurity: Red Owl is using Al ahmachine learning to help businesses detect insider
threats and Cylance is applying the same technologies to predict and combat advanced
cyber threats.

Financial Services: The startup Neurensic is using Al and machine learning to help identify
and prevent financial fraud and market manipulation.

Education: Volley Labs has created a software that layers machine learning over materials
like textbooks and homework assignments to pull out key details, identify additional



resources for learning, and even @ate quizzes or study guides. Cognii is using an Al
technology known as natural language processing to help evaluate and grade essays.

These are just a few examples of how startups are driving innovation across industries.
They not only illustrate the pacsitive impact that Al is already having, but also foreshadow an
exciting future. The applications of Al with the most promise have likely not even been
conceived of yet. As research and development of Al technologies advance, innovators will
build on this progress to create incredible new products and services that provide value to
consumers and improve lives.

Policymakers should keep this tremendous potential in mind when approaching Al and
establish a legal framework that encourages innovation and growt America led the world
in the personal computing and Internet revolutions. The policies pursued today will directly
impact the future ability of the U.S. to remain a global leader in the emerging field of Al.
Policymakers should keep the following poins in mind as they consider the legal and
governance implications of Al.

1. Al technologies are diverse.

At the highest level, policymakers should recognize the diversity of emerging Al
applications and avoid uniform, onesize-fits-all rules that do notlend themselves to the
complexity of Al. For example, regulations around autonomous vehicles should look
markedly different than rules governing the application of Al in healthcare. The term Al
itself is incredibly broad, covering everything from content ecommendation engines to the
hypothetical sentient beings that dominate science fiction and the popular imagination.
Speculative concerns about the latter should not unduly deter progress in the former.

2. Policies should encourage growth, not hamper progss.

Policymakers should also weigh the costs and benefits of potential rules, avoiding overly
burdensome regulations and reactionary policies that inhibit the growth of Al. Just this
week, the U.S. Department of Transportation hinted that it might pursinew rules that
would require pre-approval of autonomous vehicle technologies before they reach the road.
While the government has an important role in ensuring quality and safety, certain policies
have the potential to drastically slow the development ath adoption of transformative
technologies. Since many Al applications depend on machine learning algorithms to
improve their functioning, restricting their deployment may actually slow down the
development of safety protocols. The direct and indirect impds of any policy should be
carefully considered before acting.

3. There is an existing body of law that already governs Al.

Among the more imminent issues surrounding the development of Al technologies are
guestions about how data is captured, used, tréed, and protected. Al technologies enable
and sometimes require the collection and analysis of massive amounts of data. This
understandably raises questions around privacy and security. While appropriate safeguards



are essential, we believe that laws ancegulations already exist that can adequately govern
emerging Al technologies. Concerns around privacy and security are related to the data
inputs of Al systems, not the Al technologies themselves. The amount of data processed by
Al systems may be greatethan what is needed for most technologies, but Al systems do not
implicate privacy or security threats of a sufficiently different kind than existing noprAl
systems to warrant creating a separate regulatory structure. A body of constitutional,
federal, stae, and common law, as well as numerous principles and industry best practices
have developed over the years that protect individual privacy and data security while
supporting an environment where innovation can flourish. Al is well covered by these
existing laws, regulations, and industry best practices. Attempting to create new rules
tailored to Al will only delay the growth of Al technologies with no real public benefit.

4. Openness and collaboration will foster growth.

Finally, the government should gpport policies that promote openness and collaboration in

Al. Not only does an open approach accelerate the evolution of Al and foster breakthroughs,
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experience of theopen source software development has shown, greater participation from

a wide range of individuals can greatly mitigate security risks and generate unanticipated

use cases. Many companies have already taken a transparent and inclusive approach to Al

on their own. For example, Google has open sourced its machine learning platform

TensorFlow to make its tools broadly available. According to Greg Corrado, Senior Research
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valuable for the community overall to establish standards in this space. Machine learning

will be a new fundamental technology, so the sooner the engineering community agrees on

standards for how we build these kind of systems, the better it is for everyoded & AAAAT T E

has similarly open sourced its Al hardware design and deéparning modules. Some

leaders in Al have gone even further, creating OpenAl, a nprofit with a mission of

advancing Al research and making their findings accessible to anyone. Thaseps are

significant for startups, giving them a base to build upon and fostering continued growth.

Promoting open systems including making certain government Al endeavors open

source? will greatly increase the pace of development in the sector.

Al techndogies are quickly evolving and policymakers should be nimble in their approach.
American startups have an opportunity to lead in the Al revolution as they have in all of the
other major technological breakthroughs of the past decades. A similar ligiduch

regulatory approach and a commitment to collaboration and cooperation between the
government and stakeholders will ensure the U.S. remains at the forefront of innovation.

Topic Four: The social and economic implications of Al
According to the firm Venure Scanner, there are currently 499 Al companies in the U.S.,

415 of which are startups, and $4.2 billion in VC funding for these companies. The same firm
estimates that about 55 percent of these companies havelD employees, 35 percent have



11-50 employees, and 10 percent have over 50 employees. Tens of thousands more work at
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it as a core business product. Going forward, as startups working on Al technologies griow

number and size, they will add thousands of jobs to our economy.

Respondent 110

Mark MacCarthy, Software & Information Industry Association (SIIA)

SIIA Comments on Atrtificial Intelligence

July 22, 2016

Artificial intelligence is a generic name for comptational techniques that provide machines
with cognitive capacities. Machine learning is a subset of Al that trains programs from
examples and precedents. The current success of these techniques speech and object
recognition is a natural outgrowth of devdopments in computer technology, specifically, the
arrival of massive amounts of information, vast increases in computing power, and
breakthroughs in analytical techniques. Trillions of bits of sound, image and text can be
processed in highpower computers to train software to identify faces, objects and words.
We are just at the beginning of the application of these techniques in all domains of
economic, political and social life, creating enormous opportunities and challenges. SIIA
congratulates the Adninistration for focusing the attention of the policymaking community
on these vital developments.

After noting that these new computational techniques are poised to improve the lives of
millions of consumers and workers, these comments make three poin& EOOOh 1) 80 A &EEAA
the labor market will be similar to that of earlier productivity-enhancing technologies;

policy should mitigate any possible adverse effects on the nature and availability of work
through effective worker training programs. Second, piacymakers should be clear that
existing discrimination laws apply to Al computational techniques; separate nen
discrimination rules for Al are not needed. Third, any constraints on differential pricing
should not be introduced as restrictions just on thaise of Al technology. Our overall themes
are that the policy issues raised by Al are not new and they are not insurmountable.
Successfully managing them requires that governments focus on outcomes instead of
underlying technologies like Al.

Benefits of A
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actively discussing and working on ways to ensure the benefits of Al are possible for
everyone. Al research is vibrant and developments are the result of open, internatidna
collaboration.

Here just one example of how Al can literally save lives. Medical researchers used pattern
recognition to analyze data generated from premature babies such heart rate, respiration
rate, temperature, blood pressure, and blood oxygen levelwith startling results. The
simultaneous stabilization of vital signs as much as 24 hours in advance was a warning of an
infection to come, thereby allowing medical intervention well before a crisis had developed.



Al had discovered a useful fact aboubte onset of fevers and infections in premature babies

that can be the basis for early intervention.

Future of Work

Automation has historically produced longterm growth and full employment. But the next

generation of really smart Atbased machines could aate sustained technological

unemployment. Two Oxford economists estimated that 47 percent of occupations are
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The Council of Economic Advisors (CEA) recently warned that éduld exacerbate wage

inequality, estimating that 83 percent of jobs making less than $20 per hour would come

under pressure from automation, as compared to only 4 percent of jobs making above $40

per hour. The CEA also documented a lorigrm decline in prime-age male labor force

participation z from 97% in 1954 to 88% todayz that could be exacerbated by Al.

Despite these concerns, there is no real evidence that the ultimate impact of Al on the labor

market will be any different from that of earlier productivity -enhancing technologies.

Studies have shown that labor market developments that some are blaming on computer

technology and the Internetz like job polarization z have been a feature of the US economy

since the 1950s.

Moreover, information technology creates jobs. An SIIA study showed that the software

industry employs more than 2.5 million workers, and supports another 1.1 million. It

demonstrated that industries investing most heavily in software from 1997 to 2012 had

relatively strong rates of pb growth, while industries investing the least in software

experienced both high levels and low levels of job growth.

Software also enables insourcing of manufacturing jobs. Advances in software and artificial

intelligence make new state of the art prodation facilities in the U.S. cost competitive with

overseas facilities. This return of production facilities to the U.S. is creating substantial

numbers of good high paying jobs for skilled U.S. workers.

As the recent CEA report recognizes, the biggest wgrabout Al is that there might not be

enough of it. We need more Al, not less, in order to jump start labor productivity, which has

lagged over the past decade. Public policy should encourage research and development in

Al and create a favorable climatéor the successful deployment of Al.

Public policy can also respond to any tendency Al might have to reduce employment by

providing increased funding and effective administration of education and training

programs for 21st century workforce skills suchas streamlining and modernizing the Carl

D. Perkins Career and Technical Education Act. As Alec Ross noted recently, to reap benefits
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radically reorient how we deliver vocational education."

Public policy can also support the use of these new skills in the workplace. The OECD found
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and aggravate discrimination against disadvantaged groups. As a White House report noted
earlier this year, however, this concern about statistical bias is not new. Policymakers have
long known that statistical techniques used to make eligibility decisions could have
discriminatory effects, and have a wellleveloped methodology for assessing this.

SIIA pointed out in comments to the FTC that effective statutory constraints on

discrimination already apply in regulated eligibility contexts such as lending, insurance,
housing and employment. When discrimination arises indirectly through the use of

statistical techniques, regulatory agencies and courts use disparate impact assessment to
determine whether the practice is prohibited discrimination. For instance, Title VIl of the

Civil Rights Act of 1964 forbids any employment practice that causes a disparate impact on
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impact.

A 2007 study of credit insurance scores by the FTC illustrates how a stdiisl technique

can be assessed for disparate impact. It found that credit insurance scores predict
automobile insurance risk; protected classes had lower scores and so paid higher insurance
premiums; the predictive power of the score did not derive from arrelation with a

protected class; no alternative model had equivalent predictive power but less adverse
impact on protected classes.

The study seems to indicate that the scores would pass a disparate impact test. There was a
disproportionate adverse impact on a protected class. But the score was not just a proxy for
race, and it satisfied the legitimate business need of controlling auto insurance risk. And no
alternative model satisfied the business need with less impact on the protected class.

Neither the FTC nor any other regulatory agency at the Federal level took action against the
use of credit insurance scores on the basis of this study. In fact, it was viewed as
confirmation that the scores were not simply proxies for protected classes and weren
discriminatory.

Many people, however, think the use of the score is unfair. Even if it is accurate and passes a
disparate impact test, there is a point of view that says something is wrong with using it
because it further disadvantages already disadvaaged groups. In this view it would be

better to sacrifice some accuracy in order to improve the position of the already
disadvantaged. This feeling is probably behind the ban on their use in some states.

This is an old and unresolved argument about wheer the non-discrimination statutes

should aim at reducing the subordination of disadvantaged groups or at reducing the
arbitrary misclassification of individuals.

This unresolved argument lingers in the discussion of Al. Al is not exempt from the non
discrimination laws. When Al techniques are used in the regulated contexts of housing,

credit granting, employment and insurance, they are subject to the same regulatory controls
and validation requirements that apply to any statistical methodology used irhese

contexts. If they have disproportionate adverse effects on a protected class, they are
prohibited unless they can pass a disparate impact test.

The Administration should continue to remind the public that the use of statistical



techniques, includingAl, to engage in unfair and discriminatory practices is prohibited
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and outcomesfacilitated by big data analytics that have a discriminatory impact on

protected classes, and develop a plan for investigating and resolving violations of law in
OOAE AAOAO8G

In addition to these legal requirements, there have been calls for fairness bgsign and

audits of Al techniques for bias. Our view is these calls require further conversation. Those
who design, implement and use Al systems must be thoughtful about the potential for
discriminatory effects. In many cases, businesses would want to kmavhether their use of

Al has disproportionate adverse impacts on protected classes. But a universal audit
requirement for all statistical models including Al is too broad. So there needs to be a
discussion among interested parties about when and how aitd might be employed.

There also has to be some discussion about what to do with findings of disproportionate
adverse impacts. Current nordiscrimination law applies only to certain industries and
contexts, and even in those contexts, it does not requidesigning away features of Al
algorithms that, like credit insurance scores, pass a disparate impact test. Because a
significant spectrum of opinion holds that these features are still unfair, some companies
might feel a social responsibility to go beyod legal requirements and to design and use Al
technigues that have been freed as much as possible from harmful biases. A conversation
among government, industry and advocates is needed to clarify the situations in which this
makes sense.

In addition, Al techniques can be used to fight bias. Together with more traditional data
analysis they can be used to help employers diversify their workforce, to assess compliance
with fair lending laws and in other ways to detect and remedy discrimination. The
Administration should seek ways to support and encourage these uses.

Differential Pricing

The OSTP workshops reveal concern about the use of Al for price discrimination. Al could
be used to personalize pricing just as it is used to personalize advertising, mediejrbook
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rather than on the cost of the good is widely used in publishing, film entertainment,
software. It is familiar to consumers as senior citizen or student discaos. But survey
evidence reveals that differential pricing practices are often unpopular; many people think
they are unfair. Any increase in personalized pricing will create a challenge for
policymakers.

CEA released a useful discussion of differentipticing last year, pointing out the economic
arguments in its favor. When companies can price to market, they can make their product
or service available to people who would otherwise not be able to afford it. Moreover,
because those willing to pay more i@ usually people who have greater incomes, differential
pricing has a progressive effect in countering economic inequality.

The debate between advocates and opponents of differential pricing is a legitimate and
important one. But the debate should focusmthe normative issues, not the technology. It is
not about Al, but about the pricing practice. Any public policy response should be about the



practice and not the underlying technology.

Click link for pdf comments that include hyperlinks:
http://www.si ia.net/Portals/0/pdf/Policy/SIIA%200STP%20A1%20Comments. pdf
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Executive Summary

The long-awaited promise of artificial intelligence (Al) is beginning to materialize. Powerful
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flowering of the technology alarming, and wonder aloud whether Al may lead to a

Terminator-style future in which incomprehensibly intelligent computers destroy human

civilization. Even moderate crics of Al warn that we now stand on the verge of a mass

labor dislocation in which up to half of all jobs may be taken by machines. For now,

however, these worries are extremely speculative, and the alarm they cause can be

counterproductive.

In order to maximize the benefits associated with ongoing developments in Al, we
recommend that policymakers and regulators:



(1) avoid speaking of hyperbolic hypothetical doomsday scenarios, and

(2) embrace a policy of regulatory restraint, intervening in the deviepment and use of Al
technology only when and if the prospect of harm becomes realistic enough to merit
government intervention.

Introduction
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of unfamiliar technology invites wild speculation about the human implications of its

development and adoption. Nowhere is this more true than in artificial intelligence (Al). In

the interest of brevity, these comments will address just one of the topics raised in the
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economic implications of Al.

Social Implications

Al is unlikely to herald the end tmes. It is not clear at this point whether a runaway

malevolent Al, for example, is a realvorld possibility. In the absence of any quantifiable

risk along these lines government officials should refrain from framing discussions of Al in

alarming terms that suggest that there is a known, rather than entirely speculative, risk.

Fanciful doomsday scenarios belong in science fiction novels and higbhool debate clubs,

not in serious policy discussions about an existing, mundane, and beneficial technology.
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The beneficial consequences of advanced Al are drethorizon and potentially profound. A
sampling of these possible benefits include: improved diagnostics and screening for autism;
disease prevention through genomic pattern recognition; bridging the genotypphenotype
divide in genetics, allowing scientiss to glean a clearer picture of the relationship between
genetics and disease, which could introduce a wave of more effective personalized medical
care; the development of new ways for the sightand hearingimpaired to experience sight
and sound. To be gre, many of these developments raise certain practical, safety, and
ethical concerns. But there are already serious efforts underway by the private ventures
developing these Al applications to anticipate and responsibly address these, as well as
more speailative, concerns.
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advance digital intelligence in the way that is most likely to benefit humanity as a whole,



unconstrained by a need to generate financiak OO0 01 86 !') OAOAAOAEAOO AOA /
deeply and carefully about Al decisiormaking mechanisms in technologies like driverless

cars, despite the fact that many of the most serious concerns about how autonomous Al

agents make valuebased choices areikely many decades out. Efforts like these showcase

how the private sector and leading technology entrepreneurs are ahead of the curve when it

comes to thinking about some of the more serious implications of developing true artificial

general intelligence(AGI) and artificial superintelligence (ASI). It is important to note,

however, that true AGI or ASI are unlikely to materialize in the neaerm, and the mere

possibility of their development should not blind policymakers to the many ways in which

artificial narrow intelligence (ANI) has already improved the lives of countless individuals

the world over. Virtual personal assistants, such as Siri and Cortana, or advanced search
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of narrow Al.

Economic Implications
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as Al becomes more advanced, it will result in the increased automation of work. This trend

may or may not resllt in mass job dislocation. However, some lovgkilled jobs are clearly

vulnerable to automation and improvements in Al technologies will certainly result in the
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new is the kinds of jobs Al will allow to be automated. The negative impact for certain

workers in certain fields should not blind us to the likely benefits of increased mductivity

in terms of economic performance and jokcreation elsewhere in the economy. Government

policies that both promote economic growth and help dislocated workers with

unemployment insurance, retraining, and other forms of public assistance can fatate

disruptive innovation while protecting the welfare of those most likely to lose jobs to Al

technology. If policymakers get these policies right, advanced Al and increasing automation

will help bring about rising, broad-based prosperity.

Policies toameliorate negative consequences of increased automation in the economy must

be informed by empirical research. Some researchers have suggested that traditional

measurements, such as gross domestic product per capita, may not accurately capture the

true scope of the costs and benefits of Al. As such, further research assessing more

appropriate metrics for quantifying the effects of Al and related automation will be needed
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continued advances in the technology.
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a positive and productive role in ensuring the best economic outcomes from developments
in Al by promoting cansumer education initiatives. By working with private sector
developers, academics, and nonprofit policy specialists government agencies can remain
constructively engaged in the Al dialogue, while not endangering ongoing developments in
this technology.

General Policy Recommendations

Recommendation #1 (social): Because doomsday scenarios overstate the known risks of Al,
official discussion of Al policy should be conducted in measured and moderate terms, and
focus on actual or predictable risks of existingr emerging technology rather than on
unfettered speculation about unknowable future developments.

Many of the worstcase scenarios associated with Al are fueled by hyperbolic references to

the potential for a Terminator-style apocalypse. But existing Ak in an early, almost
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of sophistication that would merit the level of concern some critics have encouraged. It is

encouraging that the White House recognized thisiiits original announcement of an

interagency working group, which formed the foundation for the Office of Science and
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worries that implicitly misrepresent the nature of current and nearterm Al capabilities

could impede development inthis nascent field of science and technology.

In a recent report on Al, Robert Atkinson, the president of the Information Technology and
Innovation Foundation, put it best:

Making sure that societies receive the full economic and social benefits thathds to offer

EFEOOO AT A £ OAi 1 66 OANOGEOAO AAAAI AOAOGET ch OAOEAC
development and adoption. And that in turn requires that policymakers resist an Al techro

panic; they must instead embrace future possibilities with optimism ad hope.

Avoiding apocalyptic rhetoric will help ensure a reasonable and practical policy discussion
about Al. Policymakers and regulators who give in to the temptation to dabble publicly in
speculation about cinematic worstcase scenarios invite recklesand counterproductive
regulation unmoored from realistic costbenefit analyses. Government agencies and
lawmakers would do well to avoid discussing Al in hyperbolic terms, lest we delay or
altogether lose out on the many great benefits Al can offer.
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embraces a policy of regulatory restraint.



Private stakeholders are welpoised to explore and manage the costs and risks associated
with ongoing developments in Al. The geernment can be an effective partner and
collaborator, but regulators should stand down for the time being. Regulating too early, or
on the basis of knegerk reactions to merely hypothetical doomsday scenarios, will hinder
technological progress and innoation. Restraint and realism are especially important to
encourage ongoing private capital investments in Al research and development.

The general regulatory framework the Niskanen Center recommended in response to the
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Internet of Things (loT) should also be applied to the field of Al. Indeed, the 10T is a nexus of

developments in Al, big data collection and analysis, and robotics and automation. Because

all these technobgies are interrelated, a lack of regulatory forbearance in one area will have

negative consequences that reverberate through the entire emerging technology ecosystem.

Conclusion

As Al research and development continues, regulators and policymakers mustnain

realistic about the nature and size of potential costs and weigh them responsibly against
actual and probable benefits. Speaking of developments in Al in apocalyptic and
eschatological terms distracts from the real and important issues facing thisascent field.
The benefits of narrowly-tailored Al can already be seen all around us, and much greater
benefits are on the horizon. Meanwhile, it is not presently clear whether the Al technology
that might lead to a doomsday scenario is even possible. Faow, these scenarios should be
approached with an air of dismissive skepticism. It is often possible to imagine catastrophic
AT T OANOAT AAG T &£ TAx OAAETT1TCEAOG8 "OO EOB8O 1 AEOE
nightmares about costs into account alongsidesal benefits that have already begun to
accrue.

As Al develops, government can be a valuable ally in promoting engagement between
researchers and academics, the private sector, government agencies, and civil society
organizations. However, this engagemershould avoid conjuring the specter of legislation
or regulatory action that may hinder the important work being done in this field. Unless a
clear need for intervention can be established with a codtenefit analysis that balances real
harms against realbenefits, regulators and policymakers should remain on the sidelines
and keep watch over ongoing developments.

We thank the Office of Science and Technology Policy for the opportunity to provide these
comments.
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We serve as counsel to several public and private entities involved in the field of artificial

intelligence. We appreciate this opportunity to submit comments in response to the
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concerns--both of which fall under Heading No. 1 (Legal and Governance Implications of

Artificial Intelligence).

They are:
a. Artificial Intelligence, Healthcare, and Big Data

Artificial Intelligence (Al) has a number of promisirg applications to healthcare and
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example of how this technology can directly support medical service and even improve

physician recommendations in some instances. Buven while Al promises major benefits

to medicine and the population, there are significant technological and legal disagreements

as to whether data managers and owners can sufficiently protect individual privacy through
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resolve now, they will become even more acute with the ongoing expansion of big data

stores maintained on commercial clouebased servers operated by third parties-some of

which may not maintain anonynization standards. In view of those concerns, we

recommend that the Administration (1) identify these risks as a priority for policy

development and industry best practices and (2) encourage medical professionals,

technology experts, and attorneys to joitly develop a framework to protect individual

privacy (including HIPAA information) in the world of Alenabled big data.

c. The Internet of Things, Al, and Security

Gartner estimates that the Internet of Things (IoT) will grow from 4.9 billion devices in
2015 to 25 bhillion devices by 2020. Based on the sheer volume of data that will be
generated by this network, many experts believe that the only effective way to keep up with
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readily defended with conventional firewalls and tools. Taleal with this emerging risk, we

need to promote Al solutions that can both analyze sensor data and protect networks from

intrusions and attacks. In addition, Government and Industry should look for ways to

jointly develop cybersecurity regulations thatare tailored to the specific function of a

device, the industry or business it serves, the risks it poses from hacking or data loss, and
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President on the Internet of Things (November 2014), p. E& (recommending standing

Government and industry body to develop and maintain cybersecurity guidelines). Taking

that approach will help maintain industry innovation and promote a solid economic and



technical rationale for each standard. And that will help promote more development in the
IoT and the enabling capacities of Al.
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I. Al at Facebook

Facebook's mission is to give people the power to share and make the world more open and
connected. Artificial intelligence (Al) helps us build tools that allow people to connect and
share in new ways. We are using Al to build a new generation of apps aatvices that are
more natural, intuitive, valuable, and more responsive than anything that has come before.
As with all our technologies, we're committed to the responsible development and use of Al.

The Facebook Artificial Intelligence Research (FAIR@am was formed in 2013, while our
Applied Machine Learning team was formed in 2015. Both groups do exciting work on
machine learning, natural language processing, and computer vision. The next section
describes some applications of these technologies Bacebook in more detail.

Facebook is working openly with and investing in the Al research community as we strive
to make meaningful progress in the field and share it with the world. We do research in the
open, which includes publishing all of our paperand developing open source code to drive
global development and opportunity in this promising field.

We believe this open model spurs innovation, encourages collaboration and mutual review,
and helps us all move faster. We're excited about the possitigs for Al to advance the
progress of science and improve the world.

Il. Facebook Products and Programs Powered by Al

Machine Learning involves teaching computers to learn how to perform certain tasks.
Machine learning helps deliver a range of serviseon our site from instant translation of

text in different languages, to providing more relevant content in News Feed. Our ongoing
Connectivity Labs efforts to connect underserved communities to the Internet have also
been informed by enhanced maps thahcorporate Al-derived analysis of population
distribution.

Natural language processing refers to the ability of machines to read and understand human
language. Natural language processing is the underlying technology framework for
Facebook's digital asistant 'M' which has automated certain features in Messenger and will
use Al to fulfill requests.



Computer vision is a subfield of machine learning that involves teaching computers to

understand visual content, including images and videos. The combinati@f our work on

computer vision and natural language processing makes our site available to the blind and
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their friends and family in a way not previously possible.

I1l. Al's Uses and Potential

People are beginning to reap the benefits of &l from healthcare and astronomy to the
tasks we do every day. Machine learning is Eng us map new objects in space and detect
diseases with new accuracy that will save lives. Adowered tools like digital assistants and
instant language translation are engendering more commerce and communication, making
people more productive in the pocess.

Facebook is leading much of this work organically, as we have realized that much of the data
we have access to can be used to solve major global challenges. Much of our research is
focused specifically on projects geared to unlock the power of i with the support of Al
computing technology? to inform and accelerate change across the globe. This often helps
us identify major social challenges, build relationships with the organizations working on
these issues, and utilize our human and techratresources to great effect. Examples where
Facebook data, Al technology, and innovative thinking have come together to make
progress on social challenges include our work on accessibility, global connectivity

research, and infrastructure mapping.

Otherinspiring ways Al is already being put to use include:

* detecting cancers/melanomas in images

* deep learning to map Mars and classify galaxies

* protecting consumers against fraud
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* instant language translation

In addition to advances in science and technology, artificial intelligence will drive new
economic opportunity in the coming years. We commissioned a study with Analysis Group
on the Al and the global economy. Their study concluded that the uskevelopment, and
adoption of artificial intelligence will generate a global economic impact of between $1.49
trillion and $2.95 trillion over the next 10 years. The economic benefits of Al come not
only? or even primarily? from direct growth in sectors that develop Al technologies, but
from increased productivity and spillover benefits to other, existing sectors of the



economy.
IV. Principles to Guide Al's Growth and Development

The U.S. government should maintain a ligkibuch regulatory approach focused on
consumers and outcomes over underlying technologies. Any approach should consider Al's
benefits to consumers and be informed by regular consultation with industry and experts
balanced with adequate consideration of security and privacy policy questi@mas they arise.
In addition, Al's growth and development can also be enhanced by policies to:

* grow the pool of STEM graduates and higskilled workers;

* promote competitive markets and experimentation with new technologies;

* maintain low barriers to entry for small and innovative firms; and

* create R&D incentives for firms building products and services with emerging
technologies like Al.
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Request For Information: Preparing For The Future Ofréficial Intelligence

The Internet Association submits these comments in response to the White House Office of

Science and Technology Policy (OSTP) request for information regarding the policy
implications of Artificial Intelligence (Al).

The Internet AOOT AEAQOET T OAPOAOGAT OO Al 11060 tnm 1T &£ OEA xT (
Our mission is to foster innovation, promote economic growth, and empower people
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our job is to ensure that all stakeholders understand the benefits the internet brings to our

economy. Several Internet Association member companies have made significant
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team all are leading advancements in the Al field. And beyond these specific examples, it is

clear that overall private sector investment in Al technology has increasedggiificantly in
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information an important and timely one.

In its request for information, OSTP asks a range of questions related to Al, some of which
highlightisOOAO AAUT T A OEA )1 860 I EOOEIT S8 (1T xAOGAOR ETO
expertise, we request that OSTP and the administration in general adhere to the following

three principles as they consider Al policy going forward:



E &EOOOh Al bterésting publit policgdstdds Ghey are not necessarily

uncharted territory. In fact, U.S. policymakers have immersed themselves in similarly

complex debates before and have developed significant institutional expertise and skills

that are transferable to the Al space.
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technology both at home and abroad. This role ranges between practical policies such as

support for STEM education at home and engaging in sophistieat economic diplomacy

abroad.
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are demonstrable economic and nomeconomic benefits associated with Al. Thoughtful

public policy demands a careful weighing of thesedmefits against perceived risks so that

the benefits can be fully realized.

1. Existing Policy Frameworks Can Adapt to Artificial Intelligence

Before delving into policy specifics, the 1A submits that it is advisable for policymakers to
draw parameters aound what artificial intelligence is and is not since this is an open
debate that may trigger fearful policy responses where they are not needed.

For Internet Association members, Al refers to the engineering discipline that aims to create
intelligent machines that work and react like humans. Differently stated, Al is

computational systems and devices made to act in a manner that can be deemed intelligent.
Machine learning refers to an aspect of artificial intelligence that focuses on making
predictions from a set of examples. Related to this, robotics are autonomous mechanical
systems that sometimes incorporate techniques of artificial intelligence or machine

learning.

Artificial intelligence is not a science fiction technology. Al has been arourior several

decades and has developed at a steady but relatively slow pace compared to other

technologies from which it can be benchmarked, including broadband internet and mobile

telephony. To illustrate this point, in 1966 the Register of Copyrights iddified computer
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remains an open question to this day. This 5@ear old anedote suggests that knee jerk

policy reactions to Al are neither needed nor advisable.

Against this backdrop, the Internet Association submits that although Al may raise some

interesting public policy questions, they are not necessarily new and existingplicy

frameworks can adapt to it in an orderly and timely way. Furthermore, U.S. policymakers

have a proven track record in this regard. A leading example of this flexibility in practice is
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past twenty years. The FTC has used its framework common law statute to develop case

law and policy guidance to industry in the areas of privacy and data security. As new
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relatively seamless way. These diverse technologies include mobile payments, the Internet
of Things, and RFID. There is little reason to think why the same framework could not also
successfully be adapted to Al.

A x
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The U.S. government can and will play an important role in fostering Al technology both at
home and abroad. This role ranges between practical policies such as support for STEM
education at home and engagingn sophisticated economic diplomacy abroad.

The Internet Association fully acknowledges that government plays an important role in
research and development of new technologies. After all, the internet itself would not exist
had DARPA and the NSF not ingied in their early stage research decades ago. Similarly,
the government can also play a pivotal role in Al research and development.

A key variable in this research function, for both the public and private sectors, will be
ensuring that personnel egaging in it are diverse and come from a variety of socio
economic backgrounds. Unfortunately, these personnel do not currently exist due to a lack
of investment in STEM education. Currently, fewer than one in five high school students has
ever taken a omputer science course a figure that has fallen by 24 percent over the past
two decades? and only 7 percent of high schools offer the Advanced Placement course in
Computer Science. Government can play an important role in remedying this STEM
education diversity gap by promoting expanded access to computer science education
through programs such the Computer Science for All Initiative for2 students and the
Tech Inclusion Initiative. These programs will create a diverse talent pipeline for all
research,including in the Al field.

Within government itself, Al deployment can play a role in strengthening-government,
making government more efficient and responsive to citizens. The Internet Association
supports efforts like the U.S. Digital Service thaeek to build technical capacity within
government across agencies, including increased deployment of machine learning where
applicable.

Finally, government continues to play a significant role in promoting and protecting U.S.
technology interests abroal. Like the internet, Al is the product of international

collaborative research and it is important that this approach is followed as Al technologies
leave the research lab and enter the global economy. Internet governance works best when
international governance forums are multistakeholder in nature. The same logic should
apply to Al governance. It is also important that the U.S. leverage its diplomatic network in
support of pro-innovation legal regimes overseas in fields such as standard setting and
copyright as they relate to Al. A prototype for this role already exists in the recently
announced digital attaché program created at the International Trade Administration



within the Department of Commerce.
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While Al deployment and use is not without risk, there are demonstrable benefitgsboth
economic and noreconomic- associated with it. Thoughtful public policy in this space
demands a careful weighing of these benefits against perceived risks sotlize benefits can
be fully realized.

The economic impact from Al deployment will be both direct GDP growth from industries

developing and selling Al technologies and also indirect GDP growth as other industries

adopt Al technologies and realize the prodctivity gains associated with it. In 2016, the

Analysis Group estimates this economic impact to range between $1.49 trillion and $2.95

trillion globally over the next ten years. Even the conservative end of this range would
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economic benefits is the consumer surplus that the technology creates as it lowers search
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Beyond this direct economic impact headline, it is importanalso to pause to consider the
beneficial uses that Al will be put to before weighing its risks. Beneficial potential
applications for machine learning that automates analytical modeling include detecting
molecular structures in vast amounts of biologicatlata that is predictive of certain diseases
and protecting against consumer fraud. Applications for machine vision already include
providing object descriptions for the blind and car safety systems that detect pedestrians
and cyclists. These applicationsreate health and safety benefits for society overall.

As with these benefits, analysis of the risk associated with Al should be grounded in

rigorous research that is supported by empiricism to the fullest extent possible. One risk

already under the spdlight is the extent to which Al machine learning may produce

suboptimal results when the data upon which it based its analysis is incomplete and

therefore skewed against underrepresented demographics. The FTC flagged these concerns
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sets are missing information about certain populations, and take steps to address issues of
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In order for all demographics to realize the benefits of Al (and for possible regulatory

scrutiny to be avoided) these data gaps will@ed to be addressed. The Gates Foundation

recently announced an investment of $80 million to help foster increased data collection



for women in developing countries, a demographic that is sorely underrepresented. These
data will be used to improve healh and economic opportunity outcomes for girls and
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and high quality datasetso responsible actors engaged in Al research.

Conclusion

The Internet Association thanks the White House OSTP for shining a timely spotlight on Al

and its future in our society. Our members share your interest and look forward to

continued dialog with OSTP as Al technology moves forward and realizes its lepgomised

potential.

Respectfully submitted,

Michael Beckerman

President & CEO

The Internet Association

(These comments are responsive to questions 1, 2, 4, 7, and 8 in the OSTP Request for

Infor mation).
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Selected topics addressed:

(2) Use of Al for public good
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challenge our society must address. Technology is being developed at a thyte to

decrease caregiver (and government) burden and cost while improving quality of life for

these individuals. In particular, sensors embedded in everyday environments such as homes
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smartphones and other mobile devices can in theory provide ithe-moment information on
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the coming minutes (e.g., an asthma attack), hours, or days

Without Al, data collected from these sensors is just a sea of noisy, imprecise, voluminous

numbers. Sensors can be unreliable and difficult to interpret. If a developer tried to make

sense of sensor data themselves, they would quickly be overwhelmeddatine resulting

software would be quickly abandoned. Trying to find the magical combination of numbers

that occurs when a person experiences a fall or a heart attack is like finding a needle in a
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technologies can do the work of searching for the sensor states that indicate health status.

Al can be used for public good by automatically identifying, from sensor data, when a
person is experiencing a health crisis or will egerience a crisis in the near future. Al can
also be used to design and automate interventions to circumvent the crisis and enhance
quality of life. With the coming age wave and lack of resources to handle the coming health
needs, Al is not only valuabledr public good, it is necessary.

(3) Safety and control issues for Al

In many ways Al is like any other technology; it can be used for good or evil. One important
difference is the potential for Al to make decisions about this use itself. A computatidna
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(6) Most important research gaps in Al that must be addressed to advance this field and
benefit the public

Understanding biological intelligence. Specifically understanding the dynamics of spiking
neurons, cortical circuits made up from them, and how these achieve memory, learning, and
higher-level decisionmaking.

We need the ability to define computational models of value systems and to make Al adhere
to them (i.e., not be able to circumvent some aspect§its programming).

(8) Specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encourage multidisciplinary Al research

In terms of Al research in general, and given that humans are the bestample of a
functioning intelligence (albeit biological), computational neuroscience is an important
multi -disciplinary area that has the potential to make important neaterm breakthroughs
in the understanding of human intelligence and the developmentf@omputational models
to implement this intelligence in computers.

In addition to general Al research, there are several societal grand challenges that a
targeted Al could solve, e.g., clean energy or curing cancer. Using Al to solve these
challenges woud require a multi-disciplinary team with expertise from the target domain
and computational sciences.



One overarching challenge that Al could address is the enhanced living of the individual.

Each of us has individual needs and desires, but often lack thieans or knowledge to
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beyond current levels of longevity, health and productiviy.
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However, the rapidly developing technology will have significant effects on jobs, education,
and policy, as well as ethical and regulatory implications for the federal government. It
takes time for processes to change, standards to emerge, and people to learn n&iliss In
the case of Al, the government must act quickly to prepare for these changes, as the
technology will diffuse rapidly.

CDT believes in the power of technology. A 501(c)(3) nonprofit organization, we work to
preserve the usercontrolled nature of the internet and champion freedom of expression.
We support laws, corporate policies, and technology tools that protect the privacy of
technology users, and advocate for stronger legal controls on government surveillance.
We will address three topics inthis Request for Information. Our primary focus is on how
the U.S. government should ensure that technological advances are used to reduce
inequality and promote progress for all segments of society.
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(2) THE PUBLIC GOOD:

Al will be deployed to serve he public good, encourage civic duty, and collaborate
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decision-making is not alleviated by automating the process and reducing human
involvement. There is a risk thathuman bias might be built into the underlying architecture
of these systems, from relatively simple analytics to sophisticated artificial intelligence.
Creating positive outcomes for all requires humans to consider the ethical implications of
the technology they are creating and using. For this vision to become reality, the
government must work in collaboration with companies and civil society to deploy Al
technology mindfully, and be vigilant about preventing disparities and harm.
* We must guard againsalgorithmic bias. We have seen that big data analytics risk
eclipsing longstanding civil rights protections in how personal information is used in
housing, credit, employment, health, education, and the marketplace. Machine learning
algorithms are trained on large data sets, and when those sets are partial or contain implicit
bias, the resulting algorithms can make incorrect inferences that lead to broader
algorithmic biases and discrimination. With increasingly automated functions, these builh
discrepancies can multiply exponentially. There is a growing policy debate about how to
build accountability into this system. A tremendous incentive exists for policymakers and



companies to innovate and lead the way in fair automation. Throughout this discourse,

humans remain at the heart of automation building, testing, refining, auditing, and

evaluating these systems. We must both encourage the development of better diagnostic

tools and ensure that Al creators are working with robust, higiquality data sets.

* Promote a diverse workforce. The development of effective Al mandates diversity on

project teams in order to facilitate objective assessment and identify unconscious biases. It

is essential that the field attract skilled human data analysts with diversbackgrounds. Al
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granular data. Research demonstrates that the automated judgments behind

personalization are not harmless, neither in effect nor in perception; and it isrgely left to

the data collectors to enforce moral standards. Automated sorting and deeming data
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much consideration should be given to how data is identified asiportant and useful, as

such decisions are highly subject to personal perspective. Diversity of human control over

digital decisions will lead to the application of more necessary and relevant data, and

therefore more effective machine learning systems.

(4) SOCIAL AND ECONOMIC IMPLICATIONS:

By 2020, more than a third of the desired core skill sets for most occupations will be
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help seltdriving vehicles manage emsgencies, or ridealong UPS concierges may need to
manhandle packages and knock on doors. Humans will still need to write dialogue and train
corporate chatbot and customerservice; Al will have to be constantly updated and
maintained. No matter how advancd Al becomes, research shows that humans will likely
perform some jobs better, particularly positions involving creativity, empathy, or social
interaction. This category includes doctors, therapists, hairdressers, and personal trainers,
as well as scientts, technologists, and artists able to create. There are two challenges
ahead: helping existing workers acquire new skills so that they can engage in the Al
workforce, and preparing future generations for an Alintegrated workplace.

* Government actionmust be timely and responsive. The experience of the 19th century
shows that technological transition can have a shoiterm traumatic impact on specific
segments of society. In the industrial revolution, economic growth exploded after centuries
of stagnart living standards, but governments took nearly a century to respond with new
education and welfare systems. Decades passed before wages increased across the board,
and the rapid shift of growing populations from farms to urban factories contributed to
unrest across Europe. We must move more quickly to address Al.

* Fund creative, justin-time education models. Having a solid foundation of basic literacy,
numeracy, and civic skills will be vital to success in the workplace. We must also make it
easier forworkers to acquire new skills and switch jobs more easily and quickly than in the
past.

Incentivize lifelong learning. Required job skills may change as frequently as every three to
five years, and we need to invest in ongoing education opportunities. Fekample,
community college programs often combine education with learning on the job. Apprentices



can graduate with a degree in mechatronics merging electronics and mechanical

engineering? while working in the industry, all without incurring student debt. A different

model includes online learning programs that employees can tap into any time while on the

job.

* Promote social and collaboration skills training. Social skills including persuasion,

emotional intelligence, and teaching others will be iniigh demand across industries.
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situations.
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not so much whether the work under consideration is manual or whitecollar, but whether

or not it is routine. The workforce bifurcates into two groups doing norroutine work: (1)

highly paid, skilled careerists, such as architects and psychiatrists, and (2) lepaid,

unskilled laborers, such as cleaners and gardeners. As Jerry Kaplan of Stanford said,
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middle-skill jobs decline, like those in manufacturing, but both lowskill and high-skill jobs
expand.

* Get individuals online. With the increasing presence of Al, it becomes more critical to
connect individuals in all demographic sectors to affordable, consistgrand reliable high
speed internet, and access to online services such as platforms for free expression and
access to information. Increasingly, we will connect and collaborate remotely with
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* Manage skills disruption by transitioning the workforce. Automation redefines jobs in
ways that reduce costs and boost demand. In an analysis of the American workforce
between 1982 and 2012, employment grew significantly fastr in occupations that made

use of computers, like graphic design. When automation sped up one aspect of a job, it
enabled workers to perform other parts of the job better. The net effect resulted in more
computer-intensive jobs, while displacing less comgter-intensive positions.

* Incentivize paid mid-career internships. Professional midcareer internships provide
employees the opportunity to establish work experience in different fields by engaging in
internships that are part work, part training, andpart exposure. This allows for shoriterm
arrangements that help transition those who have lost their jobs to Al, while mitigating the
losses affiliated with longterm unemployment.

* Collaboration between the private and public sectors. Al demands mubiector

partnerships and collaborations that leverage the expertise of each partner in a
complementary manner. These are indispensable to implementing scalable solutions to jobs
and skills challenges. The government should call for bolder leadership andategic action
within companies and across industries, including partnerships between public institutions
and the education sector.

* Reinvigorate programs like Americorps Vista to focus on technology. Federafiynded
programs should incorporate a transiioning workforce. Quantitative and qualitative
accountability measures will help ensure these programs benefit employers as well as
employees, target specific demographics, bring needed technical skills into more fields, and



enhance diversity in the workgdace.

* Invigorate and Fund MakerSpace Communities. In the spirit of the maker movement
promotingadoit-Ul OOOAT £ 1 ET AOGAO AT A OEA O0OAOEAAT 660 . AQ
transitioning workforce can engage in community outreach programs that involve adts

and children learning about technology and creating products together. Individuals can
deepen their technology experience, shape their environment as creators, and build new
products with technology in their own market ecosystem. The government can finer

promote hobbyists, enthusiasts, and students to transform innovation, culture, and
education in the Al space.

* Consider safety net protections. Concerns about Al and automation have led to calls for a
stronger social safety net to protect people fsm labor-market disruption and help them

switch to new jobs. In addition to the job training discussed elsewhere, the government
should evaluate and consider what type of financial assistance may be needed for those
individuals and families who are transiioning between jobs as a result of Al.

* Ethics and civics education. One of the most difficult and growing policy debates is how to
build accountability into Al systems that seem to have lives of their own. A tremendous
incentive exists to innovate andead the way in fair automation, and success comes down to
consideration of ethics by humans engaged in the process. Throughout this debate, humans
remain at the heart of automation through building, testing, refining, auditing, and

evaluating these systens.

(7) SCIENTIFIC AND TECHNICAL TRAINING:

Investment by both the public and private sectors in scientific and technical training to
prepare for Al is critical. Training must promote usefroriented methods from engineering
and design to enact multidisciplhary processes and methodologies for developing
technologically feasible products. We have seen several universities launch projects with
similar goals with overwhelming success. The humanentered approach to innovation taps
into the ability to recognize patterns and construct functional, emotionally meaningful
ideas. The method views innovation and creativity as skills that can be gained, and focuses
on inspiration, ideation, and implementation. Users are at the center of design while
generating, developig, and testing ideas. The method draws on engineering and design
principles to help create insights for the business world. This specialization will grow as Al
matures because the human element is critical to every technological creation, and
demands govenment recognition.

(9) ADDITIONAL CALLS TO ACTION:

Increase understanding of this technology. Terms like Al are often used when people are

actually discussing machine learning, robotics, or deep learning. Artificial intelligence refers

to the engineering discipline of making machines intelligent. Machine learning, in contrast,

refers to a particular subfield within artificial intelligence that focuses on drawing

inferences from a large set of examples. Jobs at the intersection of Al, robotics, and deep
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disciplines to explore.
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(2) The Use of Al for Public Good

From early warning systems to providing individualized social services to puicting future
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challenges. However, more than the right technology, we also know it takes the right mix of

people to build meaningful solutions. To apply Al for public goodt scale, support is needed

for intermediaries that can broker effective collaborations.

We now have more information than ever to understand and improve our world. Scalled
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like satellite imagery. Al and data science use statistics and computing to help humans make

decisions from information that would otherwise be too overwhelming or unruly to

process. While Al can be used to make comfortable lives more comfortable believe such

powerful technology should be used to improve the lives of those most in need.
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data scientists on projects with organizations like Amnesty Internatioal to predict future

human rights violations, American Red Cross to prevent home fires nationwide, or the

World Bank to understand global poverty levels using satellite imagery.

While there is no shortage of opportunities for Al and data science to befitethe public

good, there are significant obstacles for it to be applied at scale. The organizations working
to address social issues nonprofits, government agencies, social enterprises, etcoften

have the fewest resources to make investments in theaff and systems needed to take
advantage of Al the way in which companies do. Furthermore, the professionals with the
skills to build Al for public good can be difficult to identify, and often prohibitively

expensive for these organizations to hire. Howeer, from our experience building a global
community of thousands of data science volunteers, we know that these talented
professionals are eager to utilize their skills and make an impact for social good.

The market will not solve this problem on its own If Al is to be broadly applied to tackle
tough social issues, the government must supply resources and incentives for companies,
data scientists, nonprofits, and intermediaries to create Al for the public good. This includes
making funding available forsocial change organizations to invest in their own internal



systems so they can adopt Al solutions. It also includes making funding available for
intermediaries that know how to scope projects and leverage pro bono data scientists to
deliver the work. There is enormous potential to use Al in service to humanity so long as we
have intermediaries that can foster the needed crossector collaborations between data
scientists and social actors.

(3) Safety & Control Issues

For Al to help us build a more justvorld that reduces human suffering, the government
must help the public make informed choices around its use and help establish mechanisms
for transparency and accountability for its creators.

First, the government must increase public awareness of howl And data science are

embedded in our daily lives and, furthermore, how these technologies are naturally riddled

with human bias that must be questioned. From our news feeds to credit scoring, Americans

should understand how their data is being used anddw their behavior influences such

systems. Algorithms and Al are widely perceived to be impartial ways of using data and
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human decisions along the way. What data wased? What tradeoffs were made? We

should not let the perception of impartiality become a shield for Al designers to deflect their

own accountability or to avoid the rigor of healthy debate and questioning that goes along

with any scientific advancement.

Secondly, the government should work with the data science community to create
mechanisms that encourage transparency and accountability for creators of Al. One of the
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produced by imperfect and often unjust social systems. A lack of data or data deserts also
exacerbates this, as incomplete or biased data sets can have a major impact. We should
work together to access better, more complete data and be mindful of how @atan be
biased (historical, redlining from zipcodes, etc) in order to mitigate. Our work with VOTO
Mobile, for example, aims to help the organization reach more rural women through its
mobile surveys since they are often underrepresented and left out of@st development
projects. Without oversight and sensitivity to such issues, Al can simply become an echo
chamber that reinforces historic inequities of racism and sexism, enabling them to persist.
Al creators should collectively create and agree to followest practices based on sound
statistics to make clear what conclusions can be drawn from different methodologies and
what the limitations are.

Without public education on these issues or clear mechanisms for transparency and
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questioning - a driverless vehicle that can unknowingly drive agendas. If algorithms and Al
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(7) The scientific and technical training that will be needed to take advantage of harnessing
the potential of Al tedinology

Another bottleneck in applying Al for the public good is the shortage of technical talent
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large global community of data scientists, we know that finding professonals with the right

level and combination of skills is challenging. We also recognize that the tech sector

continues to struggle with a lack of diversity in general.
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light on the underlying ethical challenges in machine learning and Al and their

disproportionate impact on marginalized communities. To combat this, thgovernment

should support diverse educational programs to not only increase the pipeline of future Al
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communities that will ultimately be impacted by these technolgies.

(9) Additional information related to Al research or policymaking, not requested above, that
you believe OSTP should consider.

After working with many organizations worldwide looking to leverage data science and Al

Al O O AEAT CI @ dommon pitald And Eadknks@dievaRt fo any Al creators.
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uncovering and articulating the needs of a social change organization is one of the biggest

bottlenecks in this work, taking hours of conversation and translation between subject

matter and data science experts.
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technology. The quality of our conversation and debate directly impacthe quality of the

solutions we develop. We have to actively break down silos, let go of industspecific

jargon and instead demystify concepts for the public so that more people can join and

diversify the conversation.

Finally, because Al can have sudar-reaching impacts on human lives, we should always

follow a human-centered approach in its design. As the civic tech leader Laurenellen
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to seek input from subgct matter experts and the members of the communities impacted by

our work.



Because these pitfalls are so difficult to avoid in this work, intermediaries are needed to
facilitate successful collaborations. Intermediaries can help netechnical subject mater
experts articulate needs and can serve as translators between parties throughout. We also
know that, like much of science, the nature of this work is iterative. Oftentimes we find that
teams set down one path only to discover an entirely different appach is needed, or

another need has surfaced that must be addressed first. Intermediaries can shepherd teams
through these winding paths to ensure that the ultimate solution developed has a
meaningful positive impact on social change organizations and sectissue areas around

the world.

About DataKind

DataKind is a nhonprofit that harnesses the power of data science in the service of humanity.

We engage data science and social sector experts on projects addressing critical

humanitarian problems and lead tle conversation about how data science can be applied to
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York City and has Chapters in Bangalore, Dublin, San Francisco, Singapore, the UK and

Washington DC. More infamation on DataKind, our programs and our partners can be

found on our website: www.datakind.org.
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Dear Ms. Lyons,

On behalf of The Leadership Conference on Civil and Human Rights, a coalition charged by

its diverse membership of more than 200 national organizations to promote anprotect the

civil and human rights of all persons in the United States, we appreciate this opportunity to
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Information (RFI) regarding Artificial Intelligence (Al). Ou comments will focus on

questions 1, 2, 3, and 4 of the RFI. In brief, we believe Al must be governed and controlled

in such a way as to promote the public good by protecting and enhancing civil and human

rights. Thus, the need to protect civil rights irmutomated decisions should be considered a

vital part of the research agenda for Al.



We join many other stakeholders in recognizing the extraordinary value of data and the

growing benefits of Al in daily life. Automated, datalriven decisions can, at tkir best,
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systems used in the hiring process have led some companies to hire more job applicants
lacking college degrees applicants who, even when they are exclent candidates, are often

overlooked by human recruiters.

O
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At the same time, just because a decision is made by an Al system does not necessarily mean
that it is fair or unbiased. For example, Al systems often base their decisions on historical
data abaut people and groups. Such data frequently reflects the longstanding, ongoing

reality of racial and other bia® at both an individual and a structural leved that sadly still
pervades many areas of American life.

In 2014, The Leadership Conference was plsed to join with a broad national coalition of
civil rights, technology policy, and media justice organizations in endorsing Civil Rights
Principles for the Era of Big Data, which are online at http://civilrights.org/bigdata. A
related report, offering keyexamples of the ways big data can impact civil rights, has been
published at https://bigdata.fairness.io.
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Al systems that make decisions about who gets a job interview, or about who will be

stopped for police questioning? must be designed to ensure that they will protect the civil

and human rights of all people.

The diverse sigratories to the Civil Rights Principles for the Era of Big Data share serious

concerns about the risks posed by biased data, and the biased assumptions or unfair

decisions that may result from uncritical uses of such data. As the Principles explain:
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disadvantaged or that have historically been the subject of discrimination] can easily reach

decisions that reinforce existing inequities. Independent review and other remedg&emay be
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Finally, even when the engineers who build a system hope and aim for the best, there is a

significant risk of disparate impact in many Al systems. We are pleased to note that a small

but growing community of Al researchers is exploring new ways to diagnose and address

discrimination in Al systems. We believe this research should be supported and bolstered.

Thank you for embarking on this important process. We stand ready to work with you to
ensure that the voices of the civil and human rights community are heard in this important,
ongoing national conversation. If you have any questions about these comments, please
contact Corrine Yu, Leadership Conference Managing Policy Director, at XXXXXXXXXor



XXXXXXXXX.

Sincerely,
Wade Henderson Nancy Zirkin
President & CEO Executive Vice President

Respondent 119

Sven Koenig, ACM Special Interest Group on Atrtificial Intelligence

This response to the OSTP request is from the officers andvégbry committee members of
the ACM Special Interest Group on Atrtificial Intelligence. The Association for Computing
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(1) The legal and governance implications of Al

Al technologies can reason abduhe world, learn from data, and determine effective
courses of action. In specialized domains, Al technologies can sometimes perform faster and
better than humans. They can be used to generate new insights, support human decision
making, or make autonomais decisions. The rapid development of Al raises similar
concerns as for other automation and informationprocessing technologies, namely over
issues such as loss of privacy due to data collection and combination, changes in social
equity, and who will beresponsible for operational oversight of Al systems and liable for
their bad decisions. Given the potential of Al systems to profoundly affect individuals and
society, best practices, frameworks, guidelines, and standards for these systems should be
developed as necessary to address, for example, their testing, application, compliance with
ethical norms, and the monitoring of their operations. It is also important that people
understand the strengths and limitations of Al. The government should prioritizehte

funding of research that studies these issues and suggests possible approaches. It should
also facilitate discussions in working groups that bring together stakeholders from different
application areas with Al experts, domain experts, policy makers, arawyers.

(2) The use of Al for public good

Al technologies are already used, often behind the scenes, for public good, from finding
information on the internet to reasoning about patient outcomes (and guiding therapies) to
keeping airports safe, to takgust three examples. While this is, and will continue to be, a
key focus of many researchers and practitioners in Al, there is a critical need for more



federal funding of research for these kinds of applications. This is particularly true for
applications that have both social and economic value (for example, support for people with
disabilities entering the workforce) but are hard to fund for either national security or
industrial applications (which are currently better funded).

(3) The safety and contol issues of Al

In domains where Al is already having a significant impact on our lives, it is important to
pay attention to safety and control issues. Some applications (for example, autonomous
driving) are more safety-critical than others (for example,making movie recommendations)
and thus require more careful validation and testing. Safetgritical systems need to be
designed to minimize harmful outcomes, and to rely on carefully verified software or
monitoring by humans or software. Investments in Ahave led to remarkable technological
successes; we expect this return on investment to continue, but one direction that is under
explored but of increasing importance is research that improves our understanding of how
to create reliable Al systems (for exanple, via behavior verification or detecting behavior
anomalies). In order to get better at building safe and reliable Al systems, we will need a
mix of better adherence to standard verification and validation technology, as well as-Al
specific additions for example, for testing Al systems that learn).

The public discourse around safety and control would benefit from demystifying Al. The
media often concentrates on the big successes or failures of Al technologies, as well as
scenarios conjured up in sciepe fiction stories, and features the opinions of celebrity non
experts about future developments of Al technologies. As a result, parts of the public have
developed a fear of Al systems developing superhuman intelligence, whereas most experts
agree that Altechnologies currently work well only in specialized domains, and notions of
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developing superhuman, broadly intelligent behavior is decades away and might never be
realized. Al technologies have made steady progress over the years, yet there seem to be
waves of exaggerated optimism and pessimism about what they can do. Both are harmful.
For example, an exaggerated belief in their capabilities can result in Al systems bgimsed
(perhaps carelessly) in situations where they should not, potentially failing to fulfil
expectations or even cause harm. The unavoidable disappointment can result in a backlash
against Al research, and consequently fewer innovations. It is therefommportant to better
educate decision makers and the public about the state of the art in Al technologies and
their fundamental limits, as well as to solicit input from Al researchers and their

professional organizations (such as ACM SIGAI and AAAI) in atecision-making process.

(4) Social and economic implications of Al
Al technologies can have large social and economic implications, with potentially

transformative benefits for industry, education, health care, safety, and other areas of our
daily lives, but also with the potential for job disruption and technological unemployment



(which might require retraining for new jobs and other interventions). It is critical to
support Al research and development in order to maximize the benefits to society while
also ensuring that the entire population benefits with regard to standard of living,
distribution and quality of work, and productivity.

(5) The most pressing, fundamental questions in Al research, common to most or

all scientific fields

(6) The most important research gaps in Al that must be addressed to advance this field and
benefit the public

(Combined response)

- How to develop Al systems that can operate in a robust and valuable manner over
extended time periods, in open, changing, and unforesesiuations, and with reattime
responsiveness?

- How to validate the behavior of Al systems, and predict and provide guarantees on their
efficiency and effectiveness on such dimensions as reliability, robustness, and safety? This
difficult since these sytems can be complex, reason in ways different from humans, and use
learning to change their behavior over time.

- How to develop Al systems that can reason about their own operations, capabilities and
limitations, including performing self-monitoring and self-repair?

- How to build Al systems that can interact naturally and work together with humans,

understand their own strengths and limitations, reflect social norms, human values, and
codes of conduct, be capable of explaining themselves and actingiiderstandable ways
(even when they reason very differently than humans), and are trusted by the humans?

- How to integrate ideas and successes from different Al areas, together with those from
other disciplines (such as operations research, economics,nteol theory, and perceptual,
cognitive, and social psychology) to create more broadly capable Al systems?

(7) The scientific and technical training that will be needed to take advantage of harnessing
the potential of Al technology, and the challenges fad by institutions of higher education

in retaining faculty and responding to explosive growth in student enrollment in Al related
courses and courses of study

Al is inherently an interdisciplinary field, with computer science at its core. We must build
the pipeline early by emphasizing computer science education early in12, increasing the
technological sophistication of the entire population. Al technologies have the potential to
transform learning and greatly increase access to education, and Al arehtputer science
education researchers are uniquely positioned to both build and use the technology.



The explosive growth of interest in Al is both an opportunity and a challenge. Universities
are losing valuable human resources to industry at every stag# the pipeline, and

recruiting and retaining the highest calibre Ph.D. students and faculty in basic research is
increasingly difficult. Al is therefore in need of significant investment in research and
education. Basic research is inherently risky; itan take years to work out ideas, only some
of which eventually result in breakthroughs. Academic research depends on reliable long
term funding, otherwise researchers are forced to change their research directions
frequently, limiting potential impact. Universities thus often pay attention to the availability
of funding for different areas when allocating faculty positions. Current academic funding is
highly competitive and often shortterm. Consequently, many researchers spend a lot of
their time writing g rant proposals rather than doing research. A number of prominent Al
researchers have recently left for industry or for other countries due to financial incentives,
long-term funding guarantees, or better computing infrastructures. Increased funding for
basic research in Al is essential to respond to this problem.

(8) The specific steps that could be taken by the federal government, research institutes,
universities and philanthropies to encourage multidisciplinary Al research

While Al needs the applicabn-pull that often comes from industry in addition to the
technology-push that often comes from academia, industry is often heavily focused on
short-term applied research and restricts the dissemination of results. Al needs loxigrm
basic research acrosall its sub-areas. It is important to provide funding for both Al faculty
members (for example, via grants) and students (for example, via fellowships). Some of the
funding should be longterm funding for independently proposed research, vetted via an
NSFlike review process that utilizes Al experts. For example, one could create funding for
"Al Fellows" to support the research of promising Al faculty members in addition to focused
research toward specific objectives.

Al researchers often study individualAl functions (such as learning, reasoning or planning)
much more than their interplay. Furthermore, while Al has interfaces to a variety of
disciplines, ranging from optimization disciplines (such as operations research, economics,
and control theory) to social sciences, these research communities have little overlap. It
takes time and effort and is risky to build multidisciplinary Al research groups. Longerm
funding for basic research is required for such efforts. In addition to potentially supporting
large, centertype multidisciplinary research groups (that could include industrial
collaborations), it is critical to ensure sufficient longterm basic research funding for
smaller groups of two or three researchers from different disciplines working togther,
since those collaborations often enable fundamental breakthroughs. Funding models that
span from basic and longerm research to applied and shorterm development are
necessary.

(9) Specific training data sets that can accelerate the developmentAf and its applications



Translation of the domainindependent Al technology developed by Al researchers to
concrete applications is easiest when there are relevant datasets available. However,
industrial datasets are typically proprietary and not freelyavailable for research.
Algorithmic Al researchers could be incentivized to focus on specific applications by
providing them with data sets and simulators for a variety of application domains where Al
technologies could have the potential for significant sitive impact. It is important to note
that Al researchers often study individual Al functions (such as learning, reasoning or
planning) and are only starting to determine how to combine them in a principled way into
overall Al systems. Thus, datasets argimulators should be developed and provided for
both individual Al functions and complete applications.

(10) The role that "market shaping" approaches such as incentive prizes and Advanced
Market Commitments can play in accelerating the development of plications of Al to
address societal needs, such as accelerated training for low and moderate income workers

A larger number of competitions already exist in Al (see, for example, the competition
report column in Al Magazine that, in the past 4 years, hasvered 23 different
competitions). Most of these competitions offer only small monetary prizes, if any. Larger
incentive prizes could accelerate the deployment of Al technology and Al systems. It is
important to understand, though, that competitions ofte attract larger organizations that
can afford the expense of participating even when the chance of receiving prize money is
low. It is therefore important to provide funding for the actual research as well, not just to
reward the research groups with curently high-performing technologies.

Furthermore, many promising Al technologies are still far from being directly useful for
applications. Researchers must be provided with incentives to develop these technologies
as well, rather than concentrating only a those with short-term benefits. Research is often
best advanced with wellendowed longterm funding programs for both basic and applied
research that provide a steady funding stream to a variety of research groups, large and
small, across the country.

Respondent 120

Michael Littman, Brown University

Fueled by advances in artificial intelligence (Al) technology, robotics is poised to have
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Humanity Centered Robotics Irtiative (HCRI) believes that OSTP should encourage the

creation of an NSHunded research center for studying and sharing the social, legal and

security implications of robotics. Ideally, such a center would be well positioned to orient
research efforts tosocietally beneficial problems and to inform the government of cutting
edge results and their implications.

Ol AEAC



The research community has made steady progress on the basic problems of robot
perception, decision making, and motion, and we expect increasimgimbers of robots
engaged in productive interactions with the general public. Robotics, as the physical
instantiation of automation and Al, will ultimately have extensive impacts on social and
economic structures. In addition, there will be significant legl, policy and social challenges
to safely integrating robots into daily life. Creating systems that navigate the human
physical and social world presents significant challenges in human robot interaction, ethical
use, and overall safety.

The research tam for this center would have to include a diverse group of investigators
including social, behavioral, and cognitive researchers, engineers and computer scientists,
and legal scholars and ethicists. The types of questions explored by such a center could
include:

72 Robots that benefit society: The impact of robots on health care, social care, and
labor. Robots in eldercare. Robot use in environmental science. The use ofabots in
dangerous working conditions.

72 Ethical and legal challenges in robotic€thical and legal framewaorks for integrating
robots into society. Designing robot decision mechanisms that obey laws and social norms
and are intuitive to use for people without technical background.

E Safety and control of robotic systems: Cybersecuritynplications for robots, impact
of robots on social relationships, algorithms and approaches that produce verifiable
guarantees and are aligned with human values, improving robot control systems with
automation and perception.

There is a strong need foresearch to improve humanrobot interaction, robot perception,
learning, decision making, and safe and efficient operation. As robots in general society
increase in numbers and the narrow Al that drives them becomes more complex, the role of
Al in robotics will become more prominent. Understanding how those systems interface
with people and social systems will be paramount in the safe and efficient deployment of
this new technology for the benefit of all.

Respondent 121

Richard Greenblatt, Minsky Instituté& MIT (embryonically organized)

Myself and a group met with Marvin Minsky at his house on 111 Ivy Street, Brookline, Mass
one night a week last fall.

We discussed what a "Minsky Institute" might consist of and what its mission statement



might be. Unfotunately, Marvin passed away before anything fully converged. One idea,
which was discussed and some areas of agreement reached was for a central clearing house
which would facilitate the exchange of data by Al programs. A bare start was made on a
few technical standards which might eventually facilitate things. Another idea, barely
connected to the previous one, was that the Minsky Institute might serve as moderated
forum

where the capabilities and status (current and projected) of various systems clalibe
discussed, both by people within a particular project and by knowledgable workers in the
field. In such a manner, a certain degree of "vetting" might be achieved. | think there is
clearly a need for such vetting and hope a way can be found forghb occur thru such an
organization as the Minsky Institute might yet become.

Respondent 122

William Rinehart, American Action Forum

The techniques of artificial intelligence are quickly being adopted in medicine, life science,
and for analysis of big data. Continuing progress will require the adoption of optimal legal
and regulatory frameworks. Federal and local governments can fostédrese technologies by
promoting policies that allow individuals to experiment to further the progress of Al. This
can be achieved by considering the costs in applying liability rules, intervening only when
there are demonstrable benefits, providing room t@xperiment, and allowing for trade in
technology and ideas.

Defining Al

The term Al often conjures up an early 1990s image of Arnold Schwarzenegger and more
recently, Samantha from Her. Al of this kind, often called strong Al, is far from our current
technological capabilities and may never be achieved. While some fret over the risks from
super intelligent agents with unclear objectives, task specific Al holds immediate promise.
Narrow Al is a term for a collection of economic and computer models builtsing real world
data to achieve specific objectives. These objectives might include translating languages,
better predicting the weather, spotting tumors in chest scans and mammograms, and
helping people identify caloric information just from pictures of bod.

Understanding Al Risks

In the course of searching for solutions, Al will encounter negative events. Risk
management pioneer Aaron Wildavsky rightly defines risk this way, situating it as a
byproduct of the search for welfare enhancing economic acity. Indeed, there is an
important and deep relationship between wealth and risk, which should be little surprise
considering that risk and return are correlated and the bedrock of finance theory.

Researchers in Al have identified three concrete problenthat could contribute risk to Al:



1. The objective was incorrectly specified, leading to negative side effects or cheating by the

Al;

2. The designer might have an objective in mind, but the costs in evaluating how well the Al

is performing on these objetives make harmful behavior possible, or

3. The objective is clearly specified but some unwanted behavior occurs because the data is
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with.

Because of the vagty of domains where Al is being applied, how these problems manifest

will vary. Al applications within medicine will see different kinds of issues arise as

compared to weather prediction models. How legal systems should be designed will and

should vary cansiderably, depending on the already existing institutional environment,
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the industry specific institutional arrangements, which generally define how companies are

organized.

Because of the varying contexts, there is no workable one size fits all regulatory framework.
All of this should give pause to any sort of broad regulatory effort to limit the application of
Al, much as the European Union is currently contenfgting. Optimal levels of regulation

must be discovered, so much of the work is likely to come from court cases.

Creating Rules for Liability
Since Al innovation is in its early stages, it is too soon to determine which liability rules,
rules of evidence, and damage rules for various jurisdictions should apply.

Autonomous vehicles serve as a good example of the complexity of this question. While
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come into inaeasing contact with human drivers and cause accidents. Four basic kinds of

rules apply for fault in car accidents, which states have adopted in varying degrees. Most

jurisdictions have adopted comparative fault, so damages are apportioned based on their

proportionate shares. Over time, courts will likely shift the allocation of burden to human

drivers if driverless cars prove safe. However, one can also imagine cases where courts will

assign some percentage of fault to the autonomous autoanufacturer based on an

adaptation of product liability law. How these cases play out will depend heavily on the

degree of Al implemented and the control that manufacturers allow for drivers.

Product liability is a complex area of law and should be allowed to adapt the challenges of

Al. However, there should be more focus on the costs of the system. The available empirical
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due to varying product liability regimes. In otherwords, the purported safety benefits of

product liability might not exist when real world costs are considered. Moreover, given the

current legal system, a significant portion of the compensation that is meant to pay damages

to victims goes instead to trasactions costs in the form of legal fees. In total, there are



reasons to believe that enterprise is less likely to engage in those kinds of activities, which
could be a deterrent to Al development. Thus, researchers should work towards better
understanding how economically efficient these rules are in practice and jurisdictions
should be careful on how they apply old rules onto new technologies, especially given the
costs.

Openness to experimentation

Nevada was the first state to allow for the operatiof autonomous vehicles in 2011 and

has since been joined by five others, including California, Florida, Michigan, North Dakota,
and Tennessee, as well as Washington D.C. While it is not guaranteed, these states will likely
lead the way in developing autonmous vehicles since they are creating zones where the
technology can start pushing down the risks. The long term benefits will come in the shape

of investment and jobs. For policymakers, removing barriers to experimentation should be
the utmost priority. This can broadly be achieved by adopting a mindset of permissionless
innovation.

As we currently see in the computer security field, tools will be devised that search for these
problems and correct them, similar to how algorithms can search for bad codad
cybersecurity threats. Creating zones of experimentation where the three types of risk can
be worked out will lead to a greater level of safety. The benefits may come in the form of
laws passed in those five states and the District of Columbia, or pepgsavia limited liability.
Experimental spaces will ensure incentives are aligned to research and develop Al.

Given how promising these technologies are, prescriptive federal regulation is hardly
justifiable at this time. In applying the old regulatoryregime to these new spaces, regulators
should be mindful of the threepart test:

1. Prove the existence of market abuse or failure by documenting actual consumer harm;
2. Explain how current law or rules are inadequate, and show that no alternatives ekis
including market correctives, deregulatory efforts, or public/private partnerships to solve
the market failure; and

3. Demonstrate how the benefits of regulation will outweigh the potential countervailing
benefits, implementation costs, and other assodied regulatory burdens.

Openness to trade

While the United States is at the forefront of Al development, there is no guarantee that
advances will always be made here. Two basic principles flow from this. First, the US should
maintain an openness to tradavith other countries and ensure that there are not any trade
related encumbrances, especially in data transfer. Second, we should be a leader in this
space by encouraging our closest trading partners, including those in the EU, to abandon
myopic views of A and allow for more experimentation with the available tools. Research
and development has globalized and only if we embrace that reality will the U.S. be able to
reap the rewards.



Digital literacy

Digital literacy needs to be emphasized. As compat¢o media literacy and computer

literacy, digital literacy focuses on imparting knowledge of complex network systems and

big data, as well as critical thinking skills to understand how these systems relate to stand

alone devices. For states and localgo@d | AT Oh OEEO AT AOG1 80 OOAT O1 AOA
for all students to be able to code, but to at least appreciate how technology works. While

they are sure to involve educational institutions, strategies for digital literacy will likely

better serve everyone if they originate from local communities and users of the technologies

instead of the federal government via strict mandates.

Conclusion

Much like the beneficial uses for Al, the optimal legal and regulatory institutions for Al will
have to ke discovered. While many reflexively coil when hearing the term Al, the narrow
version of Al might offer some real benefits. Federal and local governments can foster these
technologies by being supportive but taking a hands off approach in helping to mitite that
risk and allowing the legal system to do its job. Progress in this space will depend on how
comfortable we are with new machinehuman partnerships. To accomplish this, we do not
need more laws and institutions, but more trust in the ones that alady exist.

Respondent 123

Daniel Castro, Center for Data Innovation

July 22, 2016

Attn: Terah Lyons

Office of Science and Technology Policy,

Eisenhower Executive Office Building, 1650 Pennsylvania Ave. NW,
Washington, DC 20504

On behalf of the Centerdr Data Innovation (datainnovation.org), we are pleased to submit
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for information on the overarching questions in artificial intelligence (Al).1

The Center for Daa Innovation is the leading think tank studying the intersection of data,
technology, and public policy. With staff in Washington, DC and Brussels, the Center
formulates and promotes pragmatic public policies designed to maximize the benefits of
data-driven innovation in the public and private sectors. The Center is a neprofit, non-
partisan research institute affiliated with the Information Technology and Innovation
Foundation.

Al is a part of computer science devoted to creating computing machines angsgeems that



perform operations analogous to human learning and decisiemaking.1 Technological
advancements over the past decade demonstrate that Al will become dramatically more
powerful and effective at solving everything from mundane challenges, such kslping
consumers figure out what to buy for the holidays, to the most pressing social and economic
challenges, ranging from diagnosing and developing new treatments for devastating
diseases to dramatically improving worker productivity. In this submissim, we outline

some of the most significant benefits and challenges of Al so that policymakers can take an
active role in supporting the development of Al, as well as avoid succumbing to widespread
yet unfounded alarmist narratives about how Al is a threato economic and social wel

being or even an existential threat to humanity.

Our responses to the relevant questions are in the attached document.

Sincerely,

Daniel Castro

Director

Center for Data Innovation
XXXXXXXXX

Joshua New

Policy Analyst

Centerfor Data Innovation
XXXXXXXXX

THE LEGAL AND GOVERNANCE IMPLICATIONS OF Al

It was relatively clear how traditional software systems made decisions, as parameters

were built in and largely understandable. In contrast, many Al systems make decisions

based on complex models developed by an algorithm that continually adjust and improve

based on experience. Since these adjustments may involve obscure changes in how
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abuse. These critics generally fall into two camps: those that believe companies or
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discriminate, or otherwise act unethically; and those who argue that opaque, complicated
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But resistance to Al because of these concerns fails to recognize a key point: Al, likg an
technology, can be used unethically or irresponsibly. Al systems are not independent from
their developers and, more importantly, from the organizations using them. If a government



or business wants to systematically discriminate against certain groups @ersons, it does
not need Al to do so. To put it simply, bad actors will do illegal things with or without
computers.3

Nonetheless, many critics seem convinced that the complexity of these systems is
responsible for any problems that emerge, and that T AAOET ¢ OAI C1 OEOEI EA OOA
is hecessary to ensure that the public can police against biased Al systems.4 Combatting
bias and protecting against harmful outcomes is of course important, but mandating that
companies open their propriety Al softwareto the public would not solve these problems,
but would create new ones. Consumers and policymakers are-dhuipped to actually
understand the complicated decisioamaking processes of an Al algorithm, and Al systems
can learn and change over time, makinig difficult to measure unfairness by examining their
underlying mechanics.5 Moreover, the economic impact of such a mandate would be
significant, as it would prevent companies from capitalizing on their intellectual property
and future investment and resarch into Al would slow.

Fortunately, many have recognized that embedding ethical principles into Al systems is
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in algorithmic systems, as described by its repordn the opportunities and challenges of big

data and civil rights presents, is one promising method.6 This approach, described more
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rightly recognizes that algorithmic g/stems can produce unintended outcomes, but does not

demand a company waive rights to keep its software proprietary.7 Instead, the principle of

responsibility by design provides developers with a productive framework for solving the

root problems of undesrable results in algorithmic systems: bad data as an input, such as

incomplete data and selection bias, and poorly designed algorithms, such as conflating

correlation with causation, and failing to account for historical bias.8 In particular, the

federal government should help address the problem of data poverty, where a lack of high

quality data about certain groups of individuals puts them at a social or economic

disadvantage.9

It also is important to note that some calls for algorithmic transparency & actually more in

line with the principle of responsibility by design. For example, former chief technologist of

the Federal Trade Commission (FTC) Ashkan Soltani said that although pursuing
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Rather than make companies relinquish their intellectuaproperty rights, encouraging

adherence to the principle of responsibility by design would allow companies to better

police themselves to prevent unintended outcomes and still ensure that regulators could

intervene and audit these systems should there bevilence of bias or other harms.11 For

example, policymakers could work with the private sector to develop a framework for

predicting and accounting for disparate impact in Al systems. Companies would be more



willing to deploy Al if they could clearly demorstrate they are acting in good faith by
actively considering how their systems could produce discriminatory outcomes and taking
steps to address these concerns.12

Figuring out just how to define responsibility by design and encourage adherence to it
warrants continued research and discussion, but it is crucial that policymakers understand
that Al systems are valuable because of their complexity, not in spite of it. Attempting to
pull

back the curtain on this complexity to protect against undesirable outcoss threatens the
progress of Al.

THE USE OF Al FOR PUBLIC GOOD

Al systems can help organizations make betteénformed, timelier decisions, as well as
tackle complicated, dataintensive problems that humans are ilequipped to solve. As such,
the potential benefits of Al are will likely be quite large. There are already compelling
examples of Al offering substantial benefits for civil rights, public health, conservation,
energy efficiency, financial services, and healthcare.13 In addition, Al has the potetio
make government substantially more efficient and citizetfriendly if government agencies
adopt the technology.

THE SOCIAL AND ECONOMIC IMPLICATIONS OF Al
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if it is an improvement over the status quo. Al offers an unprecedented opportunity to

automate decisiormaking and reduce the influence of explicit and subconscious human

bias that permeate every aspect of society and the economy.14 Al systems make densi

based on data, and quantifying and analyzing the decisianaking process can both expose

the underlying bias exhibited by humanmmade decisions, as well as prevent subjective and

potentially discriminatory human decision-making from ever entering the egation.15

Regarding economic implications, one of the most widelgepeated warnings about Al is

that it will lead to mass unemployment, as smart machines become increasingly adept at

performing work normally carried out by humans in both blue and white ollar jobs.16
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applications will not be able to fully replace human workers, but rather will automate

particular tasks and allow a human worker to spend their tine in more valuable ways.17

Very few jobs could conceivably be automated in the short or medium term, and automation

will instead transform the function of many existing jobs rather than eliminate them.18

Second, in instances where Al does eliminate jolibe jobs lost will be offset by the

resulting productivity growth that leads to the creation of new jobs. When a business

replaces a human worker with an Al system, it does so because the Al increases the
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or industry are reduced or eliminated through higher productivity, then by definition

production costs go down. These savings are passed on, often in though lower prices or



higher wages. This money is then spenivhich creates jobs in whatever industries supply
the goods and services on which people spend their increased savings or earnings.19

To be sure, there are winners and losers in the process of productivity improvement: Some
workers will lose their jobs, and it is appropriate for policymakers to help those workers
quickly transition to new employment. But there is simply no merit in the belief that
productivity growth will reduce the overall number of jobs.20

THE MOST IMPORTANT RESEARCH GAPS IN Al THATNBE ADDRESSED TO ADVANCE
THIS FIELD AND BENEFIT THE PUBLIC

Ensuring that Al systems produce fair, unbiased, and safe results without mandating
algorithmic transparency can pose complicated technical challenges that warrants further
research. For exampleCarnegie Mellon researchers have developed a method for
determining why an Al system makes particular decisions without having to divulge the
underlying workings of the system or code.21 This research will be useful to addressing
OACOI AOT OO but dstrimiAafiod,lawellad helping companies that want to ensure
they are acting ethically.

Federal research programs should avoid working in social engineering into Al research. For
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accelerating the development of robotic systems, but only systems that work beside or
cooperatively with humans.22 While Alpowered worker assistance applications will be
beneficial, limiting the focus of this research in such a manner prages opportunities to
develop Al systems that could replace workers, which history has shown to produce greater
economic benefits in the moderate and long run.

CONCLUSION:

Al has the potential to generate substantial benefits to the economy, society, aokrall

quality of life, and it is encouraging to see OSTP proactively working to better understand
the technology, promote its research and development, and set the record straight about the
potential opportunities associated with the technology. OSTP shtd also play an active role

in dispelling the prevalent alarmist myths about Al, particularly concerns that Al will lead to
higher rates or unemployment and even eradicate the human race, which, besides being
wrong, threaten the acceptance and advancemenf this technology.
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personal information should be transparent about what information they collet, how they

collect it, who will have access to it, and how it is intended to be used. Furthermore, the
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Executive Summary
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eventually outstrip human intelligence, perhaps greatly so.
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or worse, are likely to be immense.
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cooperatively, and as early as reasonable foresight allows.

Z 4EA ' 1T OAOT dnAripdtanirdié in fésterng the academic, technological and

policy-level coordination this process is likely to require, both nationally and

internationally.

Introduction

1. | am a Gounder, with Baron Rees of Ludlow and Mr Jaan Talh (Skype), of the

Centre for the Study of Existential Risk, Cambridge. | am also Director of the new

Leverhulme Centre for the Future of Intelligence, which is to be based in Cambridge, with

partners at Oxford, Imperial College, and UC Berkeley. In thesdes, | have been involved in

recent discussions about the long term future of Al. I am writing with respect to the second
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exclusively on longterm issues, and der my personal recommendation concerning the role

that the Government can most usefully play in the short and medium terms, with its eye on

the long term.

The prospect of superintelligence

2. I J Good was a Cambritigéned mathematician, who worked with Alan Turing at
Bletchley Park, and at Manchester after the War. In their free time, Good and Turing often
talked about the future of machine intelligence. Both were convinced that machines would
one day be smarter than us. In the 1960s,lven Good emerged from a decade at GCHQ, he
began to write about the topic.

3. In his first paper[1] Good tries to estimate the economic value of an ultra
intelligent machine. Looking for a benchmark for productive brainpower, he settles
impishly on John Maynard Keynes. He notes that Keynes' value to the economy had been
estimated at 100 thousand million British pounds, and suggests that the machine might be
good for a million times thatz a megaKeynes, as he puts it.
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this huge impact would be negative or positive: "The machines will create social problems,
but they might also be able to solve them, in addition to those that have been credtby
microbes and men." Most of all, Good insists that these questions need serious thought:
"These remarks might appear fanciful to some readers, but to me they seem real and urgent,
and worthy of emphasis outside science fiction."

5. lone sense, the prospect that concerned Good remains the same, fifty years later.
It boils down to four key points:
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biological hardware than it is in our skulls.

Z 7 dve b reason to suppose that "human level" marks an interesting limit, in nen
biological systems, freed of constraints (e.g., of size, energy consumption, access to memory,
and slow biochemical processing speeds) that apply in our own case.

E 31 x Aak®deriodsly the possibility that Al will reach places inaccessible to s

kinds and levels of intelligence that are difficult for us to understand or map, and likely to
involve capabilities far beyond our own, in many of the tasks to which we apply oown

intelligence.
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exponential rate of development.

6. The big ahge since 1965 is that the incentives that will lead us in this direction

AOA T1x 1 OAE 11T OA TAOEI 008 7A Advdl @dadhineT T x ET x 111
intelligence is, but we can be certain that its individual steps will be of huge commercial

value, and immensely important in other waysz for security purposes, for example. So we

can be sure that these pressures will take us in that direction, by default. Al is already worth

trillions of dollars z perhaps not yet a meg&eynes, but well on the way.

7. At present, however, Al is very good at (some) narrowbfined tasks, but lacks
the generality of human intelligence. The term artificial general intelligence (AGI) is used to
characterise a (hypothetical) machine that could perform any irdllectual task that a human
being can, including tasks not tied to specific set of goals. The term artifical
superintelligence (ASI) refers to an AGI that greatly exceeds human capacities, in these
respects.

When is AGI or ASI likely to arrive, and whatould it mean for us?

8. A timkne for the development of AGI is difficult to predict, in part because it may

depend on an unknown number of future conceptual advances. A recent survey of Al

researchers reported that most regarded AGI as one likely than not, well within this

century.[2] It does not seem alarmist to say that while it is not on our doorsteps, it may be
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popular impression that it is jug around the corner).[3]



9. Concerning the impact of AGI or ASI, we know little more than Good. It does not

seem controversial that its impact is likely to be very big indeed. The wortkading Al

researcher Professor Stuart Russell (UC Begley) is convinced thatz for better or worse g
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that once the machine thinking method has started, it would not take long to outstrip our

feeble powers. ... At some stage therefore we should have to expect the machines to take

contri 1 86f LY
What can we do now?

10. These issues are going to be with us for a long time, and are likely to become
more pressing as Al develops. In the short term, the obvious strategy is to attempt to foster
the level of interest, expertiseand cooperation that the task is likely to require in the future.
In effect, we should be trying to steer some of the best of human intelligence to the job of
making the best of artificial intelligence. Most of all, in my view, we should avoid the
mistake of putting off the issue to another decade or generation, on the grounds that it
seems too hard or too much like science fiction, or because other issues in the same area
simply seem more pressing.

11. There are encouraging recent signsayidly growing interest in these issues, for
example in an open letter now signed by many Al professionals and others, following an
international meeting in Puerto Rico in January 2015.[6] In particular, there is a growing
sense of the desirability of coopration between technology, policy, and academic partners.
Some of this cooperation will necessarily be preompetitive sharing, for commercial and
other reasonsz but all the more reason to engineer the kind of trust and cooperation that
make such sharingpossible.

12. The US is playing a leading role in this recent collaborative effort. It is home to the
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amongst the most dynamic and impactful research teas

What useful role is there for government, given the long time horizon?

13. The likely timscale of these developments, and their dependence on ongoing
research and progress in the field, makes a decisive intervention at one point imigg
impractical. More than in most cases, we are bound to be scanning a moving horizon.
Nevertheless, there is a clear role for government that is likely to be beneficial, no matter
how the field develops. It can foster, promote, and add its voice to a captive effort, both
nationally and internationally, to monitor developments in the field, to flag opportunities

and challenges as they arise, and generally to try to ensure the community of technologists,



academics and policymakers is as well prepared apossible to deal with both.

14. What the government can most usefully add to this mix, in my view, is to maintain
or adapt a standing body of some kind, to play a monitoring, consultative and coordinating
role for the foreseeable future (am hopefully well beyond it). By ensuring from the

beginning that the focus of this body is explicitly on longerm issues, there is an

opportunity to lessen the risk that longterm issues will always be pushed aside in favour of
short-term concerns.

July2016
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1. The legal and governance implications of Al

Introducing Al into society will likely bring many shocks to the existing paradigms for how
we govern ourselves. Indeed, allowing nchuman machines to perform human functions,
and often even supethuman functions, has profound implications for existing policy
structures. Existing policy structures haveébeen built around a basic set of entities, namely
governments, commercial or norcommercial organizations and individuals in a world



where machines have existed alongside humans for a long time. However, having an Al
enhanced smart machine replicate theuinctions of humans and make critical decisions and
perform high-consequence tasks is not something legal and governance systems are
prepared for at this time.

As governments, commercial enterprises and civil society prepare for the coming-Al
enabled rewlution, we would all do well to recognize the distinct mechanisms for
influencing and being able to predict, the behavior of the assortment of entities that will be
engaging in new ways. Some situations can be managed by two or more entities entering
into a voluntary agreement where no government interference is required. Others
situations will call for the need for a standard of reference so entities are speaking the same
language so to say. Other times, a principle for smart machine conduct or a bestgtice for
their operation may be what is needed, and can often be developed by industry consensus.
The final mechanism is when government steps in to assert authority because some
behaviors must be controlled. The key is that the last option should bemsidered just that,
the last option, as it will typically be the most constraining.

In addition, the need for these issues to be addressed at an international level is necessary,
given the technology supply chains and commercial markets that are anfiated to develop.

2. The use of Al for public good

Al offers very big upside potential for improvements in the dimensions of quality, speed and
cost- key differentiators for many products and services. The public will benefit from better
quality intelligence- just imagine being able to rely on a smart machine that will have access
to the entire Internet and arrive at a decision in a split second. The same smart machine
may perform menial tasks that free up enormous time and resources for their owng

In order to achieve the desired benefits for as many people as possible, it is important that
policymakers do not introduce unnecessary regulations that drive up the cost for people to
purchase Atbased products and services. Itis therefore cidtal that governments, in
consultations with stakeholders, determine what is essential.

3. The safety and control issues for Al

The fact that Al and Adlenabled smart machines will be associated with unintended harm to
people is an uncomfortable subjet. Yet this is an unfortunate reality. A reality not unlike
the introduction of other technologies that we have accepted, such as airplanes and
automobiles.



As no technology will work perfectly, there is a need for benchmarks that identify
acceptableperformance standards. How will such benchmarks be established? As a
starting point, it is reasonable that one may start by considering the safety benchmarks
arrived at with societally-accepted uses of technology. Many industries have examples of
regularly occurring failures that affect the safety of the public, such as car accidents in the
transportation sector, success rates with technologgnhanced medical procedures in the
healthcare sector, and network failures for Public Safety Answering Points (RB or 911) in
the communications sector. However, given the promise and potential of Al to usher in
improvements, it is not unreasonable to set higher standards, perhaps much higher
standards, for the safety of Aknable smart machines. The introductiomf higher safety
standards may also ease the acceptance rate for Al on a public that still looks on such
technology with a degree of skepticism.

Advances in higher safety performance standards will be achieved with the technologies
that Al enterprises will bring to the market. However, given the interplay of Al, Aénabled
smart machines and their connectivity fabric, collaboration across the industry may be
needed. Such collaboration would be well served if government and the public could bring
to the table its expectations for reasonable safety performance standards. Thus an existing
industry forum, or a new one, should step forward and take on the challenge of addressing
this important emerging concern for public safety. It seems certain much benefibuld be
gleaned if such a forum if it captured lessons learned from Al failures in such a way that
countermeasures in the form of best practices could be developed and shared, promoting a
culture of continuous improvement.

4. The social and economic iplications of Al

The greatest social and economic benefits of Al can only extend to those that are online.

This is because the most advanced, and therefore most useful, smart machines will be those

connected to the Al resources in the cloud. However,@rding to International
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not yet online. Thus the introduction of Al will further widen the economic impact of the
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their position on the digital divide, i.e. more positive for those online and more negative for

those offline.

As has been seen in places where the digital divide was overcome, reducing the cost to
participate is often a key factor. Thus considerations should be given to policies that
promote a competitive environment that benefits consumers on a global scale. Other
barriers are policies that have a dampening effect on market growth. These include over
regulation.



It is therefore imperative that policymakers avoid causing unnecessary increased costs in
the marketplace and unwarranted regulatory impediments.

5. The most pressing, fundamental questions in Al research, common to most or all
scientific fields

In the not-to-distance future, Al is anticipated to enable smart machines to perform tasks of
great consequence to humans. Examples include operating dangerous equipment,
performing surgery, and making other lifeaffecting decisions. For some of #se

operations, connectivity to the cloud will be vital for the safety of those involved. Because
the criticality and consequences of Al are so much higher than anything we have seen thus
far, the security and reliability of networked devices must be at meh higher levels than the
current Internet experience. Ultrahigh reliable and ultra-high secure connectivity fabric

will be essential if the Al application dreams of many fields can be realized, including
medical, transportation and services, to mention éew.

6. The most important research gaps in Al that must be addressed to advance this field and
benefit the public

There is far more research on Al engines and the smart machines that will make use of Al,
than on the practical ways these two types afomponents will be connected. Yet the fabric
of connectivity will have critical influence - both in enabling and in limiting - key aspects for
consumers, including interoperability, privacy and security. There are many stakeholders
who have interest inseeing this fabric develop well, despite many of them not realizing it
yet. Governments, commercial enterprises, civil society and others will have interests that
need to be regarded as this fabric is envisioned and implemented.

Thus the question ariss from this pressing concern: How can this fabric of connectivity be
developed in a way that protects these and other interests? The development of a fabric
that meets the needs of the many stakeholders requires the participation of the same. Given
the discussion above, this should include international interests. It is therefore imperative
that an existing industry forum, or a new one, demonstrate its ability to engage key
stakeholders from every corner of the emerging Al landscape, and then step fomgao
facilitate the Alztozsmart machine connectivity fabric so the interests of stakeholders are
best advanced going forward.

7. The scientific and technical training that will be needed to take advantage of harnessing
the potential of Al technology



In order for Al-enabled smart machines to be able to take on more and more
responsibilities in society, there is a critical need for improvements in the core
competencies required to produce privacy, safety reliability and security across all
ingredients of cyberspace (e.g., operating environment, electric power, hardware, software,
networks, signaling and data payload, human interfaces and policies).

The observation that the supply chain for cyberspace is quite international suggests that
such best practices would be best utilized if implemented on an international scale. Thus
international collaboration will be a key part of such research endeavors.

8. The specific steps that could be taken by the federal government, research institutes,
universities, and philanthropies to encourage multdisciplinary Al research

Given its expertise and the drive of its commercial interests, the private sector is likely to be
leading the Al revolution, as it has for other technologies. It is therefore imperative
government understands how to effectively engage the industry so that its interest, and the
interest of the public good, are well represented

To this end, government should develop a clear and concise inventory of concerns and
interests and bring the ame to private sectorled initiatives that are shown to be effective

in convening a weltbalanced field of stakeholders. In such fora, the government should
seek to identify gaps in the existing research and collaboration landscape where interests of
the public good may be neglected.

9. Any additional information related to Al research or policymaking, not requested above,
that you believe OSTP should consider

In assessing where to engage the rapidly developing Al research and development
community, governments around the world should prioritize their focus on addressing
those aspects of policy not addressable elsewhere. Having this mindset at the start is
important as a practical matter, so that limited resources can be used most beneficially for
all involved. Beyond this practical matter, this focus will also allow the few, important gaps
to be filled that only governments can fill.
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Background and Introduction
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includes nearly 200 companies and more than 60,000 individual software developers.

72 Alliance corporate membership includes small and large app publishers,
infrastructure and service providers, and software industry stakeholders.
72 The individual developers in the Alliance network are the workforce of the future

creators and builders whose forward-thinking products and services are improving our
world.

72 All Alliance members are invested in a forwardooking digital future that embraces
cutting-edge technologies. Innovation and data are the lifeblood for every software
developer.

The Alliance was formed to promote and support the interests of developers as creators,

entrepreneurs, and innovators. Developers build the apps and software that enable

products and systems that in turn support consumers, power businesses, and connect

indusk EAOG8 11 T &£ 1060 i AT AAOOE AAOEOEOEAO AOA EIT OAc
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and leveraged to deliver new and innovative products and services to consunsein this

regard, the Alliance is pleased to comment on preparing for the future of artificial

intelligence.

Artificial intelligence and machine learning are already increasing efficiencies, creating

economic growth, and improving lives. To ensure thatd\) 8 8 © BT OAT OEAI EO OAAI E
policymakers must acknowledge that A.l. is an extension of the digital industry that has thus
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technologies enables innovation.

There is tremendous potential in artificial intelligence. Developers are creating new and
exciting products and services that comply with existing regulatory regimes, will trigger job
and economic growth, and most importantly, provide benefits to users.

Question #4: Kisting and Potential Benefits Created by Atrtificial Intelligence

Artificial intelligence is already helping to create economic opportunity, and the futures of

other important sectors are tied to its success. Its progress is being felt in the way of

driverless cars that give increased mobility to seniors and people with disabilities, song and

book recommendations that improve consumer experiences, and interactive education

PDOT COAI 6 OEAO EAI P AAAOAOO OOOAAT OOCwmyoiDAAEEEA 1 A
the products consumers are currently taking advantage of.

Artificial intelligence has a positive effect on jobs and economic growth. A 2016 report



found that by 2020, the artificial intelligence market will grow to over $5 billion (Markets

and Markets, 2016). Further, robotics, which may use A.l., are a net positive for the job
market. In five of the six countries studied, unemployment rates either fell or remained the
same as robotics usage increased (International Federation of Robotics, 2011) eldame
study found that between two and three jobs were created as a direct result of each robot in
use, leaving aside indirect job creation that will blossom as a result of increased competition
and lower costs for consumers.

Increasingly, artificial intelligence is becoming a critical component to the growth of the
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trillion (Atlantic Council, 2016) and include as many as 200 billion connected devices (Intel,

2013). Each of these devices will collect data that will need to be interpreted and analyzed.

A.l. integration into IoT will be important to ensure that the data from these devices is

optimized to create new products or improve existing ones. And as the lIoT makgrows, so

too will the demand for new software developers. It is believed that over the next four years

10 million software developers will be needed to meet the increasing demand for loT

products (Assay, 2016). Enhancing IoT through A.l. will lead taeater employment

opportunities for software developers.

This progress is not only occurring at large organizations; many small businesses and
individual developers, including Alliance members, are at the forefront of A.l. innovation.
The new products andservices these companies and developers are creating have taken
root, and are providing societal benefits with the capacity to drive even more
transformation.

Question #1: Current Laws and Regulations are Sufficient to Govern Artificial Intelligence

Pdicymakers should practice restraint, and ensure any new laws or regulations are
measured and the result of stakeholder collaboration. Prematurely enacting burdensome
regulations or laws will stifle promising technologies before they fully develop, fall haviest
on small or medium-sized enterprises or new market entrants, and enable only the largest
and most wellestablished innovators to compete in the space. Additionally, onerous
policies that curb A.l. research, development, and deployment may motivademestic
innovators to move their operations abroad in search of more favorable ecosystems.

4EA 51 EOAA 30A0A0 EAO 1117 ¢c AAAT OEA x1 OIA6O ETTI
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technologies are sufficient, balancing innovation and consumer protection. A.l. systems are

new iterations of products and services users have long taken advantage of, and as such, A.l.

systems already comply with consumer protection regulations. Faexample, healthcare

systems incorporating A.l. must be HIPAA compliant, and autonomous vehicles must

comply with automobile safety regulations.



The consequences of restrictive A.l. and machine learning regulations are already being felt
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already threatening innovation in Europe (Metz, 2016). This vague and overlyroad
regulation strikes at the heart of the digital future, and threatens online recommendation
engines, early detection credit card fraud software, national security analyses,
individualized learning programs, and so much more.

Any laws or regulations relating to artificialET OAT 1 ECAT AA OELGIOAHBSE OOI O OE

approach that has allowed innovation to flourish, must take into account the challenges of
regulating a burgeoning technology, and be sensitive to additional compliance burdens
placed on smal and medium-sizedenterprises. Policies that limit A.l. growth will slow
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benefits.
Question #9: Open and Collaborative Approaches Help to Grow Atrtificial Intelligence

Technology companges are working together to openrsource and collaborate on artificial
intelligence projects. Some of the many examples of industry leaders collaborating to
accelerate the growth of artificial intelligence include:

4 "TT1TCl A0 4 AT Obodréel sofinane libkary fof rRadhine learning (Bohn,
2015).

4 9AET 1 80 # A AAAduicgl pAIBEHuted dBef learning on big data
clusters (Novet, 2016).

73 ) " - 8 O-sourtell BystemML, a largecale machine learning project (Wheatley,
2015).

72 & AAAAT T dETomh, &@gersource development environment, for its machine
learning and A.l. research (Yegulalp, 2016).

By sharing tools, methods, and research, developers are enabled to stimulate growth and

bring innovative products and services to market fastetOpensourcing also helps to

enhance opportunities for resourceconstrained small and medium-sized enterprises
DAOOEAEDPAOGEI ¢ ET !'8)8 AAOAI T pi AT 08 )T AOOOOUGO
A.l. demonstrates its commitment to technological acancement, and companies should be

applauded for their efforts to work together.

Conclusion

While still developing, artificial intelligence is already benefiting users and the economy. A.l.
continues to make us more efficient, propel the development andegloyment of innovative
products and services, provide new employment opportunities, and contribute to the

overall health of our economy. As the government considers what, if any, role it will play in

E
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consider the effects new laws and regulations in the space will have on consumers,
innovators, and the economy.

The Alliance is available to the White House Office of Science and Technology Policy or any
federal agerty to discuss this submission, or any other matter of interest to our industry.
Thank you for the opportunity to make this submission.

Respectfully submitted,

Geoff Lane

Director, U.S. Policy and Government Relations
Application Developers Alliance

1015 7th Street NW, 2nd Floor

Washington, D.C. 20001
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Frank Pasquale, Professor of Law, University of Maryland

| have 5 main points:
1) Balancing Complementary and Substitutive Al

We have always shaped technology through law, and will continue to do so. The question is
not whether, but how. Continuing to substitute Al for human work could reproduce much of
the economy we now have, more cheaply. But a better aim is to create a bettarid? and
that will take a commitment to enabling future humanmachine cooperation, with escalating
skill levels and autonomy for workers. Bigger and better data sets should mean that two
crucial two roles--applying expertise and developing it should be ntegrated in more
settings.

The distinction between substitutive Al (which replaces human labor with software or

robots) and complementary Al (which deploys technology to assist, accelerate, or improve
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where complementary automation ought to be preferred:

--where it produces better outcomes;

--in sensitive areas like targeting persons for mental health interventions;

--and where it can improve data gatheringby, for example, complementing computerized
data entry with scribes).

Law and policy (ranging from licensure rules to reimbursement regulations) could help
assure that the health care sector pursued complementary automation where appropriate,
rather than chasing the weHlhyped narrative of robot doctors and nurses.

AEAOA EO A OEOAI OEOETTHh ATiiT1T7T1U OTTOAA ET OAEC
technology competitors should replace established firms and providers by first developing
cheap,poor quality products for the bottom end of the market, and gradually improving



guality. While such an approach may work for consumer items, policymakers should be
wary of promoting it in professions like medicine, education, and law, lest they exacerbate
extant inequalities.

Even elementary medical apps can fail patients. The FTC has settled lawsuits against firms

who claimed their software could aid in the detection of skin cancer by evaluating

DET O1T COAPEO 1T £ OEA OOAO0B O wiad insdficient etidedcet 4 # AOCOAA
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imminent?

As health records are digitized and more genomic information becomes available, teams of

doctors and informaticistsAO O1 AAOT ET ¢ EAAI OE AAOA OUOOAI 66 j ,
reshaping the way we think about complex diseases. A hospital might seek to identify and
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of treatment effectiveness, using records of past interventions to determine what worked

bests for patients of similar age, sex, genetic makeup, and other variables. Those seeking

treatment are both patients (in the present) and a new kind of research subject (helping

future doctors learn what, out of a range of good treatments, is optimal).

2) Taking Data Collection Seriously

7A TECEO 11T AA EAOA AAOACI OEUAA A TATATTI A OEIPIL
beginning to seem as outdated as calling pneumonia, rlA EEOEOh AT A EAU AAOAO <
Personalized medicine will help more oncologists gain a more sophisticated understanding

of a given cancer as, say, one of a number of BR#Ras (referring to the exact genetic

abnormality that helped cause it). Digitized ecords (first from individual hospitals, then

health systems, and finally regional and national interoperable databases) will help indicate

which combination of chemotherapy, radioimmunotherapy, surgery, and radiation has had

the best results.

Forthosex ET  AOAAI 1T &£ A O30PAO7AO0OIT6 11 OETC &OII ATI
hospitals, each of these advances may seem like steps toward cookbook medicine,
Ei bl Al AT OAA AU 1 AAEET A8 'TA xEI ETTx0O xEAO08O EI

lifetime, what mattersis how all these data streams are integrated, how much effort is put
into that aim, how the participants are compensated, and who has access to the results.
These are all difficult questions, but no one should doubt that juggling all the data will take
skilled and careful human intervention. Insuring such training for professionals generally

OET 01 A AA PAOO T £ COAAOAOA OAETT1 08 ACAT AAS
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seen the advances from-xays and Doppler scans to singlehoton emission computed
tomography (SPECT) and Positron Emission Tomography (PET) scans. Now scientists are
developing ever more ways of imaging the inside of the body. There are already ingestible
pill-cams; imagine injectale versions of the same. The watching need not be invasive: new
ways of sensing heat, changes in chemical or biological composition, and much more are
both sensing data and better visualized over time.

The resulting data streams are far richer than whatame before. Integrating them into a

judgment, about how to tweak or change entirely patterns of treatment, will take creative,

O1 OUOOAI AOEUAAT A OET OCEO8 ' O *Ai AO 4EOAI 1T EAO AC
radiology information system databases ar® A O A6 AAOA8 4EA AAOA AOA OUE
one image or one fact at a time, and it is left to the individual user to integrate the data and

extract conceptual or operational value from them. The focus of the next 20 years will be

turning dumb data from large and disparate data sources into knowledge and also using the

ability to rapidly mobilize and analyze data to improve the efficiency of our work

DOi AAOOGAOS8SG

Richer results from the lab, new and better forms of imaging, genetic analysis, and other
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process, to optimize medical responses to the new volumes and varieties oftaa Both

diagnostic and interventional radiologists will need to take up each case anew, not as a

simple sorting exercise.

Moreover, there is important work to be done among health record keepers as well. In
reliable big data science, researchers ingt a great deal of time and effort in cleaning up
and integrating data, assuring that it is actually accurate and verifiable. In medical contexts
where lives are at stake, the case for assuring data integrity and creatively, carefully
integrating data streams applies a fortiori.

3) Professionalizing and Better Valuing Care Work

Journalists frequently cite a 2013 paper from Oxford academics Carl Benedikt Frey and
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extent health workers are presently doing rather simple tasks, computation may well
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of homehealth care workers, if we define the role as simply cooking, bathing, and cleaning

bedpans, this job (one of the fastesgrowing occupational categories in the US) may well be

robotizable. But if we closely observe growing evidence that isolation is attcal social

determinant of health (overwhelming many other risk factors in predicting future

morbidity and mortality), we may begin to professionalize aides to work on delicate,

complex tasks of improving psychosocial welbeing.



A pattern of cheap puchasing mandates leads to services that include only adequately
helpful responses to elderly or disabled persons' situations. That, of course, is easy to
automate. But if caregivers' roles were to include the suite of competences discussed by
Robert Kuttner in his proposal to professionalize the service professions, replacing them
xEOE A 2111 AAh "AgOAOh AT A OO0OAOI & OI AT OEA OAAT x
And one need only read sensitive accounts of good hospice care to realize that, imsmy

areas of care work, complementary rather than substitutive automation will be critical.

YT AAAAR xA xT OI A AT xAil O #&111Tx , O0AU 30AEI Al

001 Al OEA AAOAO6 EOOAI £# EO Al T @uii Oils

Ou

As Frey & Osborne observe, there a@itical barriers to successful automation: creative
intelligence, and the social intelligence involved in negotiation, persuasion and care, are
very hard to program. Each of those capacities will be in high demand in the learning health
care systems ancelder care of the future if patients have the resources to demand them.

4) Harmonizing Macroeconomic Approaches to Automation and Health and Education
Reform

This question of resources leads to a politiceconomic point: the importance of
harmonizing macroeconomic approaches to key sectors, and US automation policy.

There is a troubling tension at the heart of US labor policy on health care and automation.
Numerous highl AOAT T £ZZEAEAI O A@GDOAOO COAOA AT T AAOT O AA
software is taking over more jobs once done by humans. They also tend to lament growth in

health care jobs as a problem. In an economy where automation is pervasive, one would

think they would be thankful for new positions at hospitals, nursing homes, and EHR

vendors. But they remain conflicted, anxious about maintaining some arbitrary cap on

health spending.

As Princeton/NYU economist William J. Baumol observed in his 2012 book The Cost
Disease, arbitrary caps on health spending are unwise for a country witheahlGDP of the US.
The aging of the baby boomers will create extraordinary demand for care. This is hard work
that society should fairly compensate. At the same time, automation threatens to replace
millions of extant jobs for those making less than $20 andur, especially in transportation
and logistics.

The situation suggests a natural match: between distressed or underemployed workers
(now being replaced by seldriving cars, selfcheckout kiosks, and other robotics), and
emerging jobs in the health sear (for home health aides, health coaches, hospice nurses,
and many other positions). Those jobs in health care can only emerge if policymakers value
the hard work now done (and remaining to be done) for the sick and disabled.

As Princeton/NYU economis? E1 1T EAT  *8 " AOIi 11 1T AOAOOAA ET ¢mnpcd
health care . . . are hindered by the illusion that we cannot afford them, we will all be forced



to suffer from selfinflicted wounds. The very definition of rising productivity ensures that

the future will offer us a cornucopia of desirable services and abundant products. The main

threat to this happy prospect is the illusion that society cannot afford them, with resulting

political developmentszsuch as calls for reduced governmental revenues entwéa with

demands that budgets always be inbalang EAO AAT U OEAOA AAT AEZEOO O 1
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smuggling an ideology of austerity into ostensibly neutral discussions aloit the size of the

health care sector. Before proposing to cut more from the sector, they need to offer a

positive industrial policy on where health spending should be goimg and how cutting

funds for medical care will lead to better spending elsewhere.

5) More Al? Or Better Al?
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stigmatizes, and cheats innocent people is a vital role for 21st century regulators, as | show

in my book The Black Box Society. We shouldsal stop arms races with zero productive

gains, especially in the military and finance sectors. Our future quality of life will hinge on

dynamics barely remarked in contemporary debates on robotics. In what sectors will

automation take on the characterofb AOI © OAAAh xEAOA 1T A OEAAG0O EI
software provokes its competitors to try to invest more?

Automation policy must be built on twin foundations: making the increasingly algorithmic
processes behind our daily experience accountable, andniiting zero-sum arms races in
automation. While this may seem commonsensical, it will actually require us to embrace
O1 1 AGEET ¢ ) AAI1 1 72 O dertad prddOchivi sectord offhe&doidMyp
should actually take a growing share of GDP, over tanrather than constantly respond to
demands for costcutting. When a productive sector of the economy costs more, that can
actually be a net gairrespecially if it diverts resources away from another sector prone to
provoking unproductive arms race.

It will not be cheap to integrate artificial intelligence into our economy in a way that

enhances the value (and work experience) of professionals like teachers, doctors, engineers,

and nurses. Ideally, rich societies would fund those endeavors by taxing atherwise

AOOOGET ¢ AAAE 11 OEA OAOI O OAAAG AOGOI 1T AGETT 0O1 bC
sectors. As workers grapple with new forms of advice and support based on software and

robots, they deserve laws and policies designed to democratize opportunitdor

productivity, autonomy, and professional status.
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This document identifies the most important research gaps in Al (item 6 of the RFI), and
proposes a solution that can benefit the public.
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decades, Al can drive widespread technological unemployment that leads to stark wealth

disparities between the elite and the rest. (1)
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each side does what it does best. Machines augment rather than replicate and replace
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machine symbiosis by fusig human imagination with machine intelligence. The document
will explore:

(a) the minimal correlation between creativity and intelligence

(b) the evolution of genius: from solo to group, and finally to symbiotic genius (fusion of

human imagination with machine intelligence)

(c) the mathematics of ideas

i AQ OEA AEOTAET C T &£ A 53 AOAAOEOEOU OAOAAOAE ETEC
(e) the applications of the mathematics of ideas
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(a) The minimal correlation between creativity and intelligence

Psychology research highlights that human intelligence and human creativity are distinct
human abilities. Intelligence is largely inheritable from 40% before entering elementary
school to 80% ly mid-adulthood. (3)

Creativity is less inheritable. Studies of identical twins reveal that only about 25% to 40%

of creativity stem from genetics. (4)
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scientific evidence gleaned from multiple studies conclude that creativity and intelligence

are distinct capabilities.

However creativity does decline over time.Sir Ken Robinson reports of a NASA study that
shows 98% of a 3 to 5 yeapld cohort were measured as being creative; five years later,
only 32% of the same cohort were creative, and another five years later, only 10% of that



cohort were measured as beingreative. Only 2% of young adults were measured as being
creative. (6)
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imagination occupies a construct space that is relatively independent from cognitive ability
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creativity, which were gradually suppressed during their childhood (7)

(b) the evolution of genius: from solo to group, and finally to symbiotic genius
(fusion of humanimagination with machine intelligence)

The term genius has traditionally been associated with a solo genius such as Albert Einstein
who discovered the laws of relativity essentially by himself, albeit with the intermittent
mathematical assistance of hiassociates.

Over time, group genius has emerged in which collaboration between humans of
complementary abilities drives creativity; such was the discovery of DNA with the
complementary skills of Watson and Crick.

Steve Jobs believed that creativityd OAT 1 T AAOET ¢ OEET ¢0O6 8
With solo genius, creativity abounds from the mental connections formed within one
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Symbiotic genius, the fusion of human imagination with machine intelligence, emerges from
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The only common medium that humans and machines share is mathematics. If the message
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(c) Mathematics of ideas

It is by logic that we prowe, but by intuition that we discover.
Henri Poincare

Creativity drives mathematics forwards. Can mathematics drive creativity, and (scientific)
innovation, which leads to economic growth?

Mathematics has become the language of science, and the math&nadion of science drove
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a new medium for creativity; not words expressed through language, but mathematics.

2002 Fields Medalist Vladimir Voevodsky is attempting to reset the foundations of
mathematics. He believes that his Univalent Foundanhs initiative will allow computers to
verify mathematical theorem proving.

Scientific American writes about Voevodsky at the Heidelberg Laureate Forum (8)
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satisfies a colletion of explicit formal rules on which mathematical reasoning can be

carried out." (9)

AEEO AAEET EOEIT T &£ A Oi AGEAI AGEAAT OOOBAOOOAL AA
AT T O0O00A0 11 xEEAE OAAOTTEIT C AAlsa&A AAOOEAA 1 008
mathematical structures.

The downward LowenheimSkolem mathematical theorem states that statements
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Consider language as a container, in which its contents cannot tm@re complex than the
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Ideas are traditionally expressed via language, which are conveyed througkdimensional
media such as paper. Thus ideas conveyed through languages cannot exceed 2 dimensions.

Fortunately, languages can be considered as a subset of mathematical structures, which can

be multi-dimensional, starting from 2 dimension onwards. Complex problems are multi

dimensional; thus the questions should be expressed in multlimensional mathematicad

structures, with corresponding multi-dimensional solutions.
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While Al is attracting hundreds of millions of research funding, creativity is greatly
overlooked.) I | AAEAOAT U AEOAO "TTCI A OOACEBEAOU $AAD-



victory over South Korean Go grandmaster (9th Dan) Lee Sedol, the government of Korea
announced a US$863 million investment in artificial intelligence.

While hundreds of millions of dollars flood into Al research, little has been dedicated to
creativity research, even though creativity drives innovation and economic growth. A 2014
study lamented the dearth of creativity research funding by the US government:

O4EA Al 1 OrcOHmdnesEspdrk ahArdativity studies was only 2.1% and 1.3% of the

total in government funding provided by the Department of Education and National Science

Foundation in the United States of America when compared with studies on academic

achievement, seAT 1 AADOh [ Ai T OUh AOEOEAAI OEEI EET Ch 11 OE
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difference between the two distinct mental capabilities of intelligence versus creativity, it

focusprimarily upon developing computer-based equivalent of creativity, thus leading to
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Prosecco overlooks the symbiotic possiblities of human imagination with machine

intelligence.

The National Seence Foundation is funding a joint $25M MIdHarvard Center for Brains,
Minds + Machines research initiative. Its complement should be a $25M research initiative
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(e) the applications of the mathenatics of ideas
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which includes the following steps: ask, learn, look, play, think, fuse, choose and make.

These steps are not necessarily sequential, and can looack upon each other until

successful completion. While his process are humdativen, the mathematics of ideas

allow symbiotic fusion of human imagination with machine intelligence.

Human agency and imagination will lead the ask and learn steps, whileaghine intelligence
will support the look, play, think and fuse steps. Human agency will choose and (if
necessary) make the final results of the creativity and innovation process.
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ideas can be made tangible, and subject to virtual manipulation.
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equivalent of lego blocks. In virtual reality, digital natives can easily manipulatend make
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Science challenges such as protefiolding and quantum physics have been gamified to
allow the general public to solve these challenges. However these challenges require
custom approaches that are not easily transferable to other challenges.

As the language of science, mathematics provide a common language across multiple

scientific disciplines. 4 EOO OEA Oi AOEATI AOCEAO 1T £ EAAAOGS DPOI OEA/
general purpose technology to allow for rapid and easy gamification of science problems

across multiple scientific disciplines.

Exposing these science challenges as visual and spatiaditenges formulated as idea blocks
allow the general public to address these challenges.

Instead of merely using augmented reality for entertainment (a la Pokemon Go), the
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By analogy, 70% of the generglopulation are better in visual and spatial skills than verbal
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mathematical structures within virtual/augmented reality, then humans can apply their

visual and spatial skillsto manipulate and create new ideas.

i £#q¢ OUiI AET OEA CATEOO8O AOEOA O DPAOOAOEOA DOT ODA

If at least 70% of the population who are stronger in visual and spatial skills can use the
OEAAA Al T AEO6 AT AAT AA AU OEA OllafeGabidkicdiedmEaA O 1T £ EAA
ideas, they can contribute far higher valueadded creative tasks, and thus earn more.
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imagination with Al will allow them to be far more creative, whth grants them greater

prosperity. If Al grows in power, so too will the collective symbiotic genius of the American

population grow in strength, and lead to pervasive prosperity.

, 1 OAT AAA8O OUi AET OEA CAT EOO xEI lsoaithQliehefpOAT U AT AA
of machine (intelligence)! As machine intelligence increases, human imagination will soar
even higher. Therein lies the future of humankind!
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This documentidentifies the most important research gaps in Al (item 6 of the RFI), and
proposes a solution that can benefit the public.
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decades, Al can drive widespread technological unemployment that leads to stark wealth

disparities between the elite and therest. (1)
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each side does what it does best. Machines augment rather than replicate and replace
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will explore:

(a) the minimal correlation between creativity and intelligence

(b) the evolution of genius: from solo to group, and finally to symbiotic genius (fusion of

human imagination with machine intelligence)

(c) the mathematics of ideas
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(e) the applications of the mathematics of ideas
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(a) The minimal correlation between creativity and intelligence

Psychology research highlights that human intelligence and human creativity are distinct
human abilities. Intelligence is largely inheritable from 40% before entering elementary
school to 80% by midadulthood. (3)

Creativity is less inheritable. Studies of identical twins reveal that only about 25% to 40%

of creativity stem from genetics. (4)
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scientific evidence gleaned from multiple studies conclude that creativity and intelligence

are distinct capabilities.

However creativity does decline over time. Sir Ken Robinsaeports of a NASA study that
shows 98% of a 3 to 5 yeapld cohort were measured as being creative; five years later,
only 32% of the same cohort were creative, and another five years later, only 10% of that
cohort were measured as being creative. Only 2% young adults were measured as being
creative. (6)
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imagination occupies a construct space that is relatively independent from cognitive ability

andismore closelyA OOT AEAOAA xEOE PAOOI 1T Alhviakebther x EEAE /AEOA.
creativity, which were gradually suppressed during their childhood (7)

(b) the evolution of genius: from solo to group, and finally to symbiotic genius
(fusion of human imagination with machine intelligence)

The term genius has traditionally been associated with a solo genius such as Albert Einstein
who discovered the laws of relativity essentially by himself, albeit with the intermittent
mathematical assistance of his associates.



Ower time, group genius has emerged in which collaboration between humans of

complementary abilities drives creativity; such was the discovery of DNA with the

complementary skills of Watson and Crick.
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With solo genius, creativity abounds from the mental connections formed within one
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Symbiotic genius, the fusion of human imagination with machine intelligence, emerges from
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The only common medium that limans and machines share is mathematics. If the message
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(c) Mathematics of ideas

It is by logic that we prove, but by intuitbn that we discover.
Henri Poincare

Creativity drives mathematics forwards. Can mathematics drive creativity, and (scientific)
innovation, which leads to economic growth?

Mathematics has become the language of science, and the mathematization of szeiirove
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a new medium for creativity; not words expressed through language, but mathematics.

2002 Fields Medalist Vladimir Voevodsky is attempting to reset the foundations of
mathematics. He believes that his Univalent Foundations initiative ilvallow computers to
verify mathematical theorem proving.

Scientific American writes about Voevodsky at the Heidelberg Laureate Forum (8)

061 AOIT AGEU OI 1 A |1 AGEAT ACEAEAT O 888 OEAUBOA CIETC
the computer, withtheAEA T £ AT i DOOAO POI T £ AOOEOOAT 668 3111
OEAT OAI pPOIT 6AT O1 OEI A AT i bOOAO EAO OAOEEEAA EOS

T8

AOGAT xEOE | AOEAT AGEAEAT O xEI OA OEEI 1T O OEAU Ail C



understandte A £ 01 AACETT1 O 1T £ | AOEAT ACEAO OAOU AEAEEAOA
4EA 53 O#1 11 EOOAA 11 OEA -AOEAI ACEAAI 3AEAT AAO E
AT A 4EAEO ! Pl EAAOETT 06 AAEET AA A | AOEAT AGEAAT (
satisfies a collection of expliciformal rules on which mathematical reasoning can be

carried out." (9)
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mathematical structures.

The downward Lowenheim-Skolem mathematical theorem states that statements
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Consider language as a container, in which its contents cannot be more complex ttiam
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Ideas are traditionally expressed via language, which are conveyed througkdimensional
media such as paper. Thus ideas conveyed through languages cannot exceed 2 dimensions.

Fortunately, language can be considered as a subset of mathematical structures, which can
be multi-dimensional, starting from 2 dimension onwards. Complex problems are muti
dimensional; thus the questions should be expressed in multlimensional mathematical
structures, with corresponding multi-dimensional solutions.
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While Al is attracting hundreds of millions of research funding, creativity is greatly
overlooked. Immediately afte "TTCl A OOAOEAEAOU $AA® ET A !'I PEA
victory over South Korean Go grandmaster (9th Dan) Lee Sedol, the government of Korea

announced a US$863 million investment in artificial intelligence.

While hundreds of millions of dollars floodinto Al research, little has been dedicated to
creativity research, even though creativity drives innovation and economic growth. A 2014
study lamented the dearth of creativity research funding by the US government:

O4EA Ai 1T 0610 1T £ OA o6&l Btudied washodly 2180/And @.3% of the
total in government funding provided by the Department of Education and National Science
Foundation in the United States of America when compared with studies on academic
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difference between the two distinct mental capabilities of intelligence versus creativity, it
focus primarily upon developing computerbased equivalent of creativity, thus leading to
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Prosecco overlooks the symbiotic possiblities of human imagination with machine
intelligence.

The National Science Foundatiois funding a joint $25M MITHarvard Center for Brains,
Minds + Machines research initiative. Its complement should be a $25M research initiative

(e) the applications of the mathematics of ideas
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which includes the following steps: ask, learn, look, play, think, fuse, choose and make.

These steps are not necessarily sequential, and can loop back upon eacleotimtil

successful completion. While his process are humativen, the mathematics of ideas

allow symbiotic fusion of human imagination with machine intelligence.

Human agency and imagination will lead the ask and learn steps, while machine intelligen
will support the look, play, think and fuse steps. Human agency will choose and (if
necessary) make the final results of the creativity and innovation process.
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ideas can be made tangible, and subject to virtual manipulation.
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equivalent of lego blocks. In virtual reality, digital natives can easily manipulate and make
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Science challenges such as protefiolding and quantum physics have been gamified to
allow the general public tosolve these challenges. However these challenges require
custom approaches that are not easily transferable to other challenges.

As the language of science, mathematics provide a common language across multiple
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general purpose technology to allow for rapid and easy gamification of science problems

across multiple scientific disciplines.

Exposing these science challenges as visual and spatial challenges fornadlas idea blocks
allow the general public to address these challenges.

Instead of merely using augmented reality for entertainment (a la Pokemon Go), the
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tangible in augmented/virtual reality.
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By analogy, 70% of the general population are tter in visual and spatial skills than verbal
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mathematical structures within virtual/augmented reality, then humans can apply their

visual and spatial skills to manipulate ad create new ideas.
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If at least 70% of the population who are stronger in visual and spatial skills can use the
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ideas, they can contribute far higher valueadded creative tasks, and thus earn more.
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imagination with Al will allow them to be far more creative, which grants them geater

prosperity. If Al grows in power, so too will the collective symbiotic genius of the American

population grow in strength, and lead to pervasive prosperity.
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of machine (intelligence)! As machine intelligence increases, human imagination will soar
even higher. Therein lies the future of humankind!
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| am a senior with personal and professional interests in both government policy and
emerging technology. I'll address two issues: Al ethics and Al safety, mostly relating to
criteria 1-4 in the provided description.

Regarding ethics: | spoke with Andrew Moore and a few others at SafArtint about the role of
ethics in determining objective functions and constraints for Al systems. | am a reader and
enthusiast of moral philosophy and | believe there are sevalissues from academic "ivory
tower" moral philosophy which are important to the Al community.

The first is that moral disagreement is surmountable. Many people, both individuals | spoke
to at SafArtint as well as researchers (Bello and Bringsjord 201Shulman et al 2009)
believe that moral disagreement between philosophers is a paralyzing problem for those of
us who wish to build moral systems in Als. However, we can still be justified in building Al
systems grounded in classical ethics. The reason ftiiis is that methods for comparing and
discriminating between moral theories have been developed. Lokhorst 2011 discusses a
logic-based method of having Als switch between different moral systems based on the
appropriate context, and MacAskill 2014 provids a thorough foundation of uncertainty and
comparison between moral claims. In particular, regulating Al systems with a moral
uncertainty framework would let us take into account the disagreements we have over
ethical matters while providing reasonable andalanced outputs. It is worth noting that, as
discussed at SafArtint, one of the main ways of ensuring Al safety in nororal domains
consists of better providing models of uncertainty as well.

The second issue rises if someone asks why we don't just d@s Al morality as a copy or as
a model of human thinking, as some (Bello and Brinsjord 2013) do, or why we don't just let
NGOs, policymakers and politicians hammer things out rule by rule, as Andrew Moore
implied. I won't tackle that issue directly herebut | will just note that there are large and
systematic differences between the rules of classical morality and the beliefs of average
people- they aren't coincidental methods of reaching the same conclusions. For instance,
moral philosophers are much maoe likely than politicians and other voters to say that it is
wrong to kill animals for food

(http://leiterreports.typepad.com/blog/2012/10/philosophers  -eating-ethics-a-discussion
of-the-poll-results.html, Alastair Norcross, Peter Singer, Christine Korsgah. Other
examples include philosophers being much more likely to take structural racism seriously,
much less likely to believe in restricting immigration, and much less likely to derive moral
rules from religious texts. | don't have sources for these sveping generalizations because
they are based on experience and discussioerbut any philosopher or philosophy graduate
student will likely tell you that they are correct. While | don't claim that philosophers are
always in the right or vice versa, | simplyvish to point out that the gap between the



experts' view on morality and the common view on morality is significant, so our Al

systems' moral decisions will depend on which approach we choose to take. For this reason,
we will have to have a serious discuson about the role of moral philosophy as a field in
helping us with the design of Al ethical systems.

Regarding Al safety: | have read research papers written by computer scientists and
physicists who are concerned about the longerm possibility of Al systems which
recursively selfimprove in order to maximize imperfectly designed objective functions. At
SafArtint, many people including Dr. Ed Felton were concerned that the popular fears and
news media related to this issue could lead to an undesirabless in support for Al research.
I would like to make a plea for unity and cooperation on this sort of issue and would like to
prevent "battle lines" from being drawn. Those who are interested in long term Al safety
should not try to reduce Al funding andhey should not claim that artificial general
intelligence is just around the corner, although to my knowledge they generally do not do
these things. Just like the White House, they are strong opponents of bad press and public
misinformation, which is the main enemy of everyone involved. (Please note that | am not
referring to popular culture figures like Elon Musk or Stephen Hawking I'm referring to
those who actually conduct professional research and analysis of long term Al safety.)

| believe the right approach for the Al community is to remain open to new ideas in Al
forecasting and safety, and to calmly and rationally address issues scientifically and
straightforwardly. It would be unfortunate if Al debates became reminiscent of climate
change debges - rampant polarization, media sensationalism, and optimistic denialism
should all be avoided. It's a difficult question how do we analyze the issues of AGI and ASI
without triggering popular paranoia and misinformation? The difficulty of doing so maks it
all the more important for the OSTP and Al researchers to conduct honest, straightforward
dialogue with organizations such as the Machine Intelligence Research Institute and the
Future of Humanity Institute. (Note: | have no professional affiliatiorwith the above
organizations.)

Thank you for the conferences and RFlI, | believe they were great ideas and | look forward to
further activities in the future.
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1. INTRODUCTION

Microsoft appreciates the opportunity toprovide input to the White House Office of Science

and Technology Policy (OSTP) Request for Information on artificial intelligence (Al). We
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the opportunities and dallenges ahead for Al, in a way that is holistic and inclusive of

diverse perspectives. We appreciate the opportunities we have had to actively participate in

these dialogues through our researchers in keynotes, panels, group discussions, and
program commE OOAAOh ET Al OAET ¢ 1 AAAARAOOEED ET 1 OGCAT EUEI]
and Economic Implications of Artificial Intelligence Technologies in the Neat A O 6 8
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learning, reasoning, and decision making, aimed at endowing machines with the ability to

solve the kinds of problems now undertaken by humans. Al encompasses the giibcipline

of machine learning, where we have seen great strides in principles and applicats over

the last fifteen years, spurred by the growing availability of data, computational power, and

innovative algorithms.

Microsoft has made deep investments in research and development on Al opportunities,

and is a major contributor to the advancemst of Al. The company is deeply enthusiastic
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greatest challenges.
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We envision a promising future where machines augment and extend human abilities and
experiences, empwering every individual to realize their full potential, thus enabling new
socio-economic opportunities. This will present new challenges but, by working together
and engaging on these challenges directly, industry, government, civil society, and the
reseach community can help bring about a rewarding and positive future. We believe that
the dialogue on these technologies is timely given the intensive efforts to develop and field
applications more widely, including those used in governance and public pojicand those

in safety-critical domains such as transportation and healthcare.

This response proposes three areas for further consideration in shaping and realizing this
vision for Al. They span a number of questions in the RFI, corresponding most closely
numbers 2 through 6, and number 9 regarding general policy making:

E Development of shared Al principles;
E Select areas of research to support these principles;
72 A collaborative approach to Al policy development.

2. SHAPING A HUMANISTIC APPROACHAT®/ITH PRINCIPLES



Al technology development is at an inflection point, where the vast amounts of data
available, combined with computing power available in the cloud, has facilitated greater
advances in machine learning as well as much broader uses of Bhe promise of Al is that
the knowledge gained from applying analytics and machine learning to the great amount of
data available will enhance any decisioimaking process with new insights and intelligence,
leading to better outcomes.

Microsoft sees he development of usable technologies and development platforms as
critical in the democratization and inclusiveness of Al advances. We are enthusiastic about
the development of usable tools, languages, components, and platforms that empower
people to harress the best technologies available.

However, we understand that there are many who are concerned about the economic
disruptions that may come with the fastpaced automation and the displacement of
different kinds of jobs. Such disruptions could initialy most impact those who are

struggling to survive. We also understand and share concerns that Al technologies could
amplify and entrench biases that already exist in society, or may create new biases, based
on the use of biased data sets and algorithms. Vélee aware of concerns relating to the
unsupervised and indiscriminate development and application of Al technologies, and how
such advances might place great power in the hands of a few, exacerbating power
asymmetries between individuals and large organations.

We believe it will be useful to continue to invest in better understanding the challenges and
to collaborate with other organizations to address concerns and to develop and share best
practices. And it will be best to build a collaborative visiotior Al, so that as machines play a
greater role in human work and decisioamaking, we can achieve greater societal progress
and equality than ever before.

We believe that there is a strong future ahead in designing Al technologies to augment

human capailities and experiences. We have focused a great deal of research and

development on advances in this area, including methods aimed at augmenting human

cognition, via building systems with knowledge about human goals. Importantly, this also

includes reseach into the limitations of human cognition in the realms of attention,

memory, and judgment. We have also invested in methods that enable fluidity in

coordinating a mix of human and machine contributions, and in a constellation of
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complement human problem solving in collaborating with people.

It is important that Al technologies empowered to perform new kinds of automation and
decision making be deemed trustworthy by individials and society at large. People will
expect Al systems and those who run them to be fair, transparent, privagyotecting,

secure and accountable. This vision of empowerment, ethics and inclusiveness should guide
the future development of Al. It will beimportant that the technology be applied in a way



that allows for due process, particularly for systems that play a role in significant social

institutions like criminal justice, education, health, employment and housing. As

technologies play an increasin@i | A ET [ AAEAOET ¢ PAT PI A0 1 EOAO 1
essential that appropriate design, economic, and social choices be made to ensure that those
technologies are respectful and inclusive, and help society progress by empowering all

peoples and orgaizations. We also believe that we will need to couple the computational

power and learning capabilities of machines with the sensitivity and emotional intelligence

of humans. Simply put, technologies should be peoptentered by design.

This humanistic goproach to Al can be realized if relevant stakeholders from industry,
government, civil society, and the research community come together to collaborate on
shared principles and ethical frameworks. We have published our reflections on what these
may be inorder to start this much needed dialogue. We believe that Al should:

Be designed to assist humanity

Be transparent

Maximize efficiencies without destroying the dignity of people

Be designed for privacy

Have algorithmic accountability so tha humans can undo unintended harm
Guard against bias

S o

Complementing the above are considerations for the humans who are developing,
deploying, and using these technologies:

1. Empathy

2 Education (knowledge and skills)

3. Creativity

4 Judgment and acountability

A common vision, with shared principles, will enable us to shape the future of Al. This is an
essential step that will require all of us to work together to design and realize the future
that we desire.

3. SELECT FOCUSED RESEARCH AREAS FOR Al

Eric Horvitz, a Technical Fellow and managing director at Microsoft Research, presented at

an exploratory technical workshop prior to the event cehosted with Carnegie Mellon
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spoke to the challenges and opportunities ahead with harnessing Al in valuable ways while

minimizing the likelihood and costs of failures. He highlighted the opportunity to develop

new technologies and also formulated a set of best practiseHe described the importance

of working to design faitsafe systemg OAAOEAAO 1 O POAAOEAAO OEAOR EI
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neither mathematically possible nor conputationally practical to model all failure



scenarios, Al systems must make decisions under uncertainty and with incomplete
information in certain situations. Research can develop methodologies for enabling robust
responses in addressing the failures thaare not yet modeledig OE A OET 1T x1  O1 ET T x
AO xAl1 AO OEA 11 O0A AEAITTATCET C OOTETIT xT OTEI
include evaluating the risk (to core values) of different outcomes, and selecting a more

conservative outcome that has lowr risks? even if this means giving up on some potential

value on the upside; monitoring performance to identify inconsistencies or anomalies, and

engaging people for help or taking faikafe action; employing a portfolio of models on the

same problem, anddeveloping methods for addressing model incompleteness, via

AAOAT T PET C 1T AOET A0 A1 O COAPPIEIC xEOE OO1 ETT x1
is required to further develop these and similar approaches.
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context of humanmachine collaboration, and one realizes that there are many open
guestions. Does a general theory of safety need to be developed? Should safety issues
include considering socieeconomic harms and inequaties? How can machine learning and
inference be used to identify the intersection between human cognition and machine
intelligence in a given situation, and help to coordinate more effective actions between
human and machine for failsafe responses? A sipie illustrative example involves a human
driving an autonomous car, where Al can help nudge the human to pay more attention
when a treacherous stretch of road is coming up, or the technology is detecting that the
human is not paying adequate attention téhe road under crowded conditions. There is a

rich spectrum of autonomy, and many open questions on how to detect, define and arrive at
Ol POEI Al 6 | E @taéhddidtiatves E OI Al

Additional research is needed to develop best practices for the safadchethical deployment
of Al, including for example:

72 Phases of study, testing and reporting for rolling out new capabilities in safety
critical domains (akin to FDA clinical trials);

72 Algorithmic accountability, e.g., disclosure and control of parameteian failure rates
and tradeoffs; system seklmonitoring and reporting;

72 Due process for inference and action, including transparency, explainability and
redress;

E Standard protocols for humanmachine collaborations, including ethical

frameworks, standards for keeping people informed, passing the baton of control, and for
revealing to others the presence of autonomous systems (e.g., identifying cars currently
under autonomous control on roads)

E Allowing open access and study of data sets and algorithmsagkin governance and
public policy decision making.

Kate Crawford, the cechair of the NYU/White House event Al Now and Principal
Researcher at Microsoft Research, spoke to the need to address the significant social and
economic implications of Al. Animp OOAT O OAO T £ AEOAOOOEI T O AO OEA



workshop focused on the need to identify social inequity issues with the use of Al, including
detection of data biases, discovery of systemic inequality that is being reflected in the
algorithms, and uninterded consequences or outcomes that can cause increased risk to one
group over another. The event highlighted four critical domains of social inequality, ethics,
labor and health, and the participants included a Carnegie Mellon University professor who
found in one study that women were less likely than men to be shown search ads for highly
paid jobs, and the investigative journalist who concluded that a commercial algorithm

widely used by state court systems to predict repeat offenders is biased against Hac
defendants. More research is needed to help detect these issues during development and
deployment, and flag them for further intervention.

There is a broad spectrum of opportunities in the use of Al for social good. For example, use
of Al to augment aml enrich the world for the visually impaired; develop a patiertcentric
health-care approach that can help reduce medical errors (the third most common cause of
death in the US); and new approaches to criminal justice, such as reducing bias in arrests,
prosecutions, sentencing and diverting those in need of medical care away from
incarceration. There are also many new areas of research, such as infodemiology, where
diverse streams of digital information are analyzed to inform public health and policy, or

use of search logs as largsecale sensing systems for drug safety or early detection of other
potential issues. Ongoing work in these areas should be supported, and creative new
projects encouraged.

A humanistic approach to Al requires an appreciation andnderstanding of social and
cultural behaviors that are traditionally the domain of the social sciences. Whereas
computer scientists are normally more concerned with building technology that provides
the fastest, most efficient, and most accurate solutionsgcial scientists and humanists are
more concerned with the impact of these technologies on people, our relationships, our
lives, and our cultures. Work on Al will require technical disciplines to collaborate closely
with social and humanistic disciplinesthroughout the development and deployment
process. In a humarmmachine collaboration model, many types of insights are required, and
multi -disciplinary research and education will produce better systems, and should be
strongly encouraged. This will also spport the types of understanding needed to ensure
fairness, accountability and ethical practices in Al.

These research questions are just emerging, concurrent with increasingly broad
deployment of Al systems into everyday life. They merit significant fos) as well as
research funding from the government, academia, industry, and others, and are crucial to
building a foundation for sustainable and peoplecentered Al.

4, AN EVOLVING AND COLLABORATIVE APPROACH TO POLICY DEVELOPMENT

The White House series pvided a holistic exploration of emerging issues with Al, and
demonstrated the value of including diverse perspectives from multiple disciplines



(computer scientists, data scientists, sociologists, economists, ethicists, subjecea
experts, and others)and multiple stakeholders (industry, government, civil society,
researchers). This has been a unique and proactive approach to policy development, and
especially effective for emerging technologies that are not yet well understood.

Key areas that have bagraised included labor impacts, bias and discrimination, safety and
controllability of the technology, accountability and due process, amongst others. As Al is
still in a nascent stage of commercial and technological development, it is timely to raise
chalenging questions, so that they are recognized and can be addressed, early on,
intentionally and collaboratively, before widespread deployment.

For policy development, the convening of these dialogues should continue so that
stakeholders, including fedeal agencies, can interact and learn from each other, prioritize
issues of societal importance, and more importantly, work together to track challenges and
develop workable solutions as new issues emerge. An inclusive approach that continues to
value multi-disciplinary and multi-stakeholder contributions and actions can motivate a
more open and collaborative model to policy development that would be appropriate for
adapting to rapidly evolving technologies going forward. They also facilitate development of
more principle- and evidencebased policy frameworks that can lead to more meaningful
regulations, where desirable outcomes that are aligned with the vision of a more humanistic
Al are encouraged.

5. CONCLUSION

There is an opportunity for government to ollaborate with industry, civil society, and the
research community to shape a future where Al and human are working together, where
machines are augmenting human abilities and experiences to address societal challenges.
We can start by developing a shareset of principles to realize this vision. We can foster
and encourage specific research areas to enable the development of supportive
technologies and enhance equality of opportunity. The White House Workshop series on Al
provided an excellent starting pant. Moving forward we need an even more collaborative
and inclusive policy development process to identify, prioritize, adapt, and respond quickly
to emerging issues. Al has the potential to help create a better world centered on
humanistic principles, ard we should continue to work together to actively realize this
future.
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thinking about, and planning for, the potentially large impact Al wilhave in the coming

decades. The Future of Life Institute, with its mission of increasing the odds of a good leng

term future of Humanity, has focused a great deal on Al, and how we should endeavor to

keep it robust (doing what we want it to do) and benefiial.

Regarding (2) the use of Al for public good;

Our view is that in the short term Al, like other information technologies, will serve as a
powerful tool that can be used by corporations, governments, organizations, and individuals
to accomplish theirgoals. As Al increases in capability, it should provide ewstronger

levers to enhance human capability in diverse fields including scientific research,
engineering, data analytics, strategy and planning, legal analysis, etc., etc. This could enable
acconplishment of many widely desirable goals, for example curing the majority of

diseases, finding mutually beneficial paths in geostrategic analyses, developing clean
energy, and finding ways of safely stopping deleterious anthropogenic climate change. In

the longer term, we may well cross a threshold in which Als transition from being tools for
humans to accomplish their goals to agents that accomplish goals furnished to them by
humans. In this case, as is discussed below, it is quite crucial that these geatsindeed for
OOEA POATEA CciiAd AT A OEAO OEAU AOA AAAT I Pl EOEAA
with the public good.

Regarding (1) the legal and governance implications of Al;
A longterm issue issue that some governments have begun to addseis what, if any, legal



rights robots (or machine intelligences) should be accorded (see for example Prodham
2016). Our view is that (contrary to the safety considerations discussed below), such
discussion is premature and that extreme caution should biaken in setting any legal
precedents bestowing such rights.

Regarding (3) the safety and control issues for Al,
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its modeling capacity and its possible range of acins. As it becomes more powerful, society

should broaden this focus to include building a clear understanding of how to make Al not

just good at what it does, but reliably serve good aims. Societally beneficial values alignment

of Alis not automatic. Ad ) DET T AAO 300A00 2000A1 1 A@bl AET Oh O
algorithm maximizes, and no matter how accurate its model of the world, a machine's
decisions may be ineffably stupid, in the eyes of an ordinary human, if its utility function is
notwellal ECT AA xEOE EOI AT OAI OAOG8d6 j¢cmpu(Qds
Since humans rely heavily on shared tacit knowledge when talking about their values, it
seems likely that attempts to represent human values formally will often leave out
significant portions of what we think is important. This is what the classic stories of the
genie in the lantern, the sorcerer's apprentice, and Midas' touch address. Fulfilling the letter
I £Z#/ A CI Al xEOE Ol i AOEET ¢ Z£ZAO AZEAT A £OT i OEA ODE
ET OOAT OE AdE20D1M1)6Thig can coddrdecause the system's programming or

training lacks some relevant dimensions in which observations can vary, but that we really

care about (Russell 2014). These are easy to miss because they are typically taken for

granted by people even trying with a lot of effort and a lot of training data, people cannot
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theory of explicit directives, a deontology, like Asimov's Laws, with a fourth or fifth

additional rule would serve only to delay the serious deviations from what we'd want and
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The complexity of these systems will exceed human understanding quickly,tyge will have

efficiency pressures to be increasingly dependent on them, ceding control to these systems.

It becomes increasingly difficult to specify a valuesobust set of rules as the domain

approaches an open world model, in underconstrained cyberphical contexts, and as tasks

and environments get more complex and the capacity or scalability of human oversight is

exceeded. Robustness includes interpretability, transparency, and the ability to produce

valid explanations of decisions. Many of the preragsites and artifacts created for for

verification of machine learning also help its interpretability. Recognition of distributional

shift, confidence in a trained model given the online data distribution, is also a prerequisite.

Scalable human oversightwhere the optimal amount of salient information is presented to

and queried from a human, is an unsolved and critical challenge, not only for training

phases, but in online modes as well. See Amodei et al.

In various architectures, information about systemcontrol signals can leak into the data

these systems are trained on, leading to unexpected impairment of control or function.

While privileging control information can help in the short term, more robust approaches

such as the scalable oversight of corrilgility, will be required with more powerful systems.



See references Russell, Dewey, and Tegmark (2015) and Taylor (2016) for research threads
that need to be worked on to address these issues.

Regarding (4) the social and economic implications of Al;

We are concerned that too little rigorous research has been done on the potential
implications of Al for economics and employment. Although there is considerable
controversy, we regard as compelling the research by, e.g. Erik Brynjolfsson and Andrew
McAfee (hHtp://secondmachineage.com), and by Frey and Osborne (2013) that Al and
autonomous systems may replace humans in a large fraction of current jobs, on a timescale
that faster than new jobs can be created or workers retrained. Indeed this process may
already be underway. In the longer term, it is quite possible (though very contentious) that
advanced and ubiquitous Al leads to an economic structure in which full employment is not
a sensible expectation because a large fraction of the populace simply does mate (nor

can easily be given) skills of significant economic value. Like other economic transitions, Al
has the potential for a dramatic increase in prosperity. However, previous economic
transitions may be poor guidance as to how this transition shoulddomanaged, and we
encourage research into the likely effects of Al on the economy as well as potential policies
that can ensure that this impact is an overall good for the vast majority of people.

Regarding (5) the most pressing, fundamental questions il research, common to most or
all scientific fields;

Quantification of confidence rather than just probability, accounting of causality rather than
correlations, and interpretability at multiple levels will be necessary for Al, in nearly any
domain, to berobust. (See e.g. Amodei et al.)

Regarding (6) the most important research gaps in Al that must be addressed to advance
this field and benefit the public;

Creating advanced Al responsibly requires value alignment. Approaching this does not
require spelling out those values upfront, but rather, should initially be oriented around
making sure that given values are actually able to be propagated and utilized reliably. To
prevent deviation from the intent of those values, each of these subfields requires much
more research: abstract reasoning about superior agents, ambiguity identification, anomaly
explanation, computational humility or non-self-centered world models, computational
respect or safe exploration, computational sympathy, concept geometry, corrigiity or
scalable control, feature identification, formal verification of machine learning models and
Al systems, interpretability, logical uncertainty modeling, metareasoning, ontology
identification/ refactoring/alignment, robust induction, security in | earning source
provenance, user modeling, and values modeling.

Regarding (7) the scientific and technical training that will be needed to take advantage of
harnessing the potential of Al technology;

To be able to use advanced Al systems effectively, batiose developing Al and those
deploying Al will need to understand the role of not only professional ethics, but the nature



of leverage, how to think about how their systems might interact with their deployment
environments in methodical worst-case analyse, and how to identify and articulate
stakeholder values.

Regarding (8) the specific steps that could be taken by the federal government, research
institutes, universities, and philanthropies to encourage multidisciplinary Al research;
Research institutes and academia need to do more research on the topics mentioned in the
answer to (6). Philanthropies and research institutes should organize and channel funds to
grants for the aforementioned research to maximize societally beneficial impact. The
federal government and philanthropies should channel more funds to research institutes
and academia for the aforementioned research. As funding for Al increases, funding for Al
safety, robustness, and beneficence should similarly increase. We recommend that a
minimum of 5% of Al funding be put toward ensuring robustness, interpretability, values
alignment, and safety of Al systems.

Parties should recognize that if scientists and technologists are worried about losing what
they perceive as a single race to the finislthey will have more incentives to cut corners on
safety and control, which would obviate the benefits of technical research that enables
careful scientists to avoid the very real risks. For the long term, we recommend policies that
will encourage the deggners of transformative Al systems to work together cooperatively,
perhaps through multinational and multicorporate collaborations, in order to discourage
race dynamics.

Regarding (9) any additional information related to Al research or policymaking, not
requested above, that you believe OSTP should consider.

Having no international agreements on restricting autonomous weapons could easily lead
to quickly-spiraling arms races of destabilizing new WMDs that other countries with fewer
inhibitions could win. The U.S. should therefore support multilateral, global, or international
agreements to keep humans in the loop. If such agreements are adopted, even if
enforcement guarantees are necessarily weaker than with NBC weapons, the spiraling race
dynamic could ke averted.

FLI helped coordinate, and supports, an open letter (http://futureoflife.org/open-letter -
autonomous-weapons/) calling for an international agreement precluding the development
of offensive fully autonomous weapons, supported by a very large nurabof Al researchers
and other thinkers.

Globally allowing fully autonomous weapons could undermine key U.S. strategic
advantages. A close analog is cyberwarfare: the U.S. likely has a significantly greater
capability than other countries, but the power inbalance is much smaller than for
conventional military weapons, and for a country to develop a strong cyber warfare
capability would be dramatically cheaper and faster than developing a conventional
weaponry capability that could seriously threaten the U.SAllowing the frequent
multidirectional incursions of cyber warfare into the kinetic sphere would be detrimental

for all.
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of Science and Technology Foly for its framing of this Request for Information on the

future of Artificial Intelligence (Al). As the RFI notes, Al technologies offer great promise for

new and innovative products and services, economic growth, and applications across

society.

In discussing the potential benefits of artificial intelligence, it is helpful to sketch out the



contours of the field. Today, Al refers to the technical discipline of making machines
intelligent? computational systems that can respond to complex factors in a gaular
context to achieve some goal.

Rather than a theoretical technology relegated to science fiction, Al is a tool currently used

by academics, engineers, and scientists worldwide. Present research and development is

focused on the practical applicatn of Al to existing problems, rather than the development

of an artificial general intelligence commonly portrayed in science fiction. Machine learning
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it enables systems to make inferences from large samples of data.

While Al has been developing rapidly in recent years, its continued progress and impact
cannot be taken for granted. Al has the potential to transform healthcare, transportation,
security, educaton, and more» but only if stakeholders work collectively to encourage its
innovative potential.

1. The legal and governance implications of Al

Like any new technology, artificial intelligence and its practical applications can raise

regulatory and legalNOAOOET 1 08 1 O ') OAAETTI1 T CEAO AAOGAI T bh
manage their use and to determine areas of possible concern. The ultimate goal should be to

avoid actual harms and promote innovation in and the use of Al.

The range of potential ugs for artificial intelligence is enormous and cuts across sectors. No
single regulatory solution will appropriately respond to all possible concerns. But Al
enabled platforms are not emerging in a regulatory vacuum. The data and activities
associated withthe most sensitive applications of artificial intelligence are already subject
to the protections of existing rules, which cover areas including privacy, data security,
energy, finance, and transportation. Each of these sectors has an expert agency with
knowledge and tools available to ensure that any harms Al might pose are appropriately
addressed. The government should convene these agencies and stakeholders before
considering new regulation to properly apply the protections of existing rules.

If specific new rules are deemed necessary to respond to concerns about Al, policymakers
should look toward principles-based guidelines where possible. Best practices developed
through stakeholder consensus can help drive innovation while providing protection where
necessary. As appropriate, the government should convene stakeholders to aide the
development of industry-wide best practices and selfegulatory regimes for the various
applications of Al.

2. The use of Al for public good

Artificial intelligence and machine learning can be used for the public good in a variety of



fields, including healthcare, cybersecurity, and education.

The application of Al to healthcare problems will allow physicians to be more accurate, see
more patients, and save more lives. Adan reduce human error by helping scientists and
clinicians detect patterns in medical data, diagnose illnesses, and recommend treatments.
Several startups around the country already use machine learning techniques and
predictive analysis to provide persoralized healthcare guidance to patients, improved
follow-up care, and better identification of new pharmaceutical therapies. Using Al in
healthcare improves the quality of care, lowers costs, and delivers better outcomes.

Cybersecurity, another datadriven field, is similarly primed for Al-enabled growth.
Intelligent algorithms are beginning to form the core of reakime threat prediction,
detection, and response on secure networks in the event of a cyberattack. For example,
machine learning enables systemto understand normal user and network behaviors, for
later use in identifying deviations that signal possible intrusions. Similar tools deployed by
information sharing and analysis organizations can coordinate to detect fraud, combat
breaches, and reducédentity theft across sectors and regions.

Significant social benefits will result from the application of Al to education. Smarter
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automate basic activities. Studnts will benefit from educational software that adapts to

different learning styles and paces of study, which can also facilitate remote instruction.

4. The social and economic implications of Al
a. Economic implications

Artificial intelligence can lead to efficiencies and productivity improvements across the
economy. Alenabled modeling software can help analyze data, manage records, automate
information acquisition, optimize logistics, and produce valuable insights about markets.
The Analysis Group ecently estimated that Al could have an aggregate economic impact of
$1.49 trillion to $2.95 trillion over the next ten years.

The cumulative economic effects of advances in artificial intelligence and deep learning are

likely to be positive, both in terrms of labor participation and labor productivity, as proven
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has received significant attention, Al does not mean automation. A more accurate

representation of the effectsof Al, particularly in the short and medium term, is a future in

which deep learning augments human labor to increase workforce productivity and help

create new jobs.

These productivity boons will be particularly important for small businesses. Smart
platforms can boost economic activity by large numbers of small enterprises by allowing



them to intelligently scale their businesses and empower their employees through smarter
tools.

b. Social implications: avoiding discrimination

Al systems that help mée decisions based on complex factors and data sets can raise
concerns about unfair or discriminatory outcomes. These outcomes might result from
design choices or biases inherent in the data used to condition an intelligent system. If
potential sources ofbias are not unaccounted for, actual harms can result.

But well-designed Al systems can also help avoid discrimination in areas where it is

unintentionally present. For example, present professional hiring practices can sometimes

lead to unconsciously biged results. A number of new startups are helping to incorporate
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publicly available information to suggest candidates who might otherwise have been

dismissed for reasors unrelated to qualification and fit, these startups are helping

recruiters build more diverse and productive workplaces.

In seeking to avoid discrimination, policymakers should recognize that Adnabled systems
are simply tools. Existing laws that applyo sensitive areas like housing, finance, and
employment already provide technologyneutral remedies for disparate impacts. It would
be counterproductive to mandate human involvement in every Al system, since people
often hold inherent biases. Regulatorst®ould instead aim to provide companies and
consumers with tools to diagnose and prevent failures that might lead to discrimination.

Biased outcomes are also often the result a lack of quality data, which can negatively affect
an otherwise wellintentioned machine learning protocol. To help rectify this, governments
should facilitate the release of robust datasets that enable responsible analysis and use,
especially in areas where Al systems are publicly deployed.

8. The specific steps that could be takdoy the federal government, research institutes,
universities, and philanthropies to encourage multidisciplinary Al research

The government should enable policies that encourage research and development, foster
the Al workforce, and promote public Al defpyment.

a. Encourage diversity in all aspects of Al development

It is imperative for innovation and Al development that communities be diverse and

represent a broad set of backgrounds and experiences. Key companies advancing Al, such as
Nvidia, Googleand Enlitic, were founded by immigrants. Immigrant academics have

become some of the leading voices and advocates for Al in the U.S. and help shape its future
workforce to take advantage of their expertise. The U.S. should increase the availability of



H-1B visas to further capitalize on this worldwide talent pool.
b. Invest more resources in STEM education

The government, universities and research institutes should prioritize the value proposition

and flexibility of STEM disciplines when recruiting indviduals, as these skills directly
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recently launched Computer Science for All initiative, which enables students to develop

computational thinking skills early, andthe D®OAOOI AT O T £ , AAT 060 OEA 4AAE
which provides federal funding for accelerated talent pipelines in STEfbcused sectors.

c. Support internal government expertise in technology

The government should continue to expand its technical capabilitighrough programs like
the U.S. Digital Service and 18F. Every agency will be better positioned to leverage Al
technologies for complex problems in their respective domains if they house experts in
computer science and technology.

Similarly, the Presidental Innovation Fellows program aims to connect innovative thinkers

with relevant government agencies and civil servants. Fellows bring expert knowledge and
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convergenceof technology, policy, and process. This collaborative, useentric approach

will be essential for implementing Atbased solutions across the federal government.

d. Leverage global innovation networks

The U.S. should support proannovation legal regimes abroad. It should continue to partner
with other innovative countries to share resources and advance areas for cooperative
growth. Concurrently, these countries should also establish partnerships with developing
nations, which have proven that innovationdriven growth is no longer the prerogative of
high-income countries and have increasingly designed policies to increase their innovation
capacity.

Progress in artificial intelligence is the product of international collaboration. Copyright is
one field in which the U.S. can promote prinnovation frameworks. Machine learning in
particular is dependent on balanced copyright laws that promote innovation. Machine
learning generally requires the analysis of large samples of data and information to
condition an intelligent algorithm, the availability of which may be restricted by copyright
regulations in certain countries. In the United States, established limitations and exceptions
to copyright, such as fair use, enable access to rerpressive use of works foinnovative
purposes. However, U.S. companies, especially startups and small businesses, may face
anticompetitive restrictions in other countries, which the U.S. should work to address with
its partners.



e. Share data and support Al research

Private conpanies often underinvest in research and development since return on

investment for experimentation is uncertain. In the past, federalhfunded research has
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of the funding for basic research in Al. NSF has spent $200 million thus far on Al, and DoD
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$250 million budget on big data. As Al matures, the government must continue to bugtdor

basic research on machine learning and emerging Al technologies.

A key part of the evolution of Al technology has been the development of technolegy
powered platforms and services that bring value to the mass market. Prioritizing research
and Al projects within and in collaboration with government agencies can foster greater
academic participation and industry growth. Many advances in machine learning have been
products of research projects largely funded by DARPA, which offers cash prizes to
innovators who successfully complete challenges in fields like robotics. Expert agencies
could foster collaborations between machine learning experts and domain experts in fields
like medicine, science, and business. This approach to research increases transpayeand
creates informed strategies that benefit future developments.

In addition, some research communities can have insular technical conferences. Community
leaders, the federal government, and philanthropies could all provide support for
collaborative venues through which machine learning and domain experts can interact.

Finally, the federal government should facilitate the responsible analysis and use of Al

systems through the release of accurate and robust datasets. The ImageNet visual database

and image classification challenge have helped spur the recent commercial deployment of

deep learning algorithms. The Department of Commerce has been particularly active in

advocating for open data initiatives and making datasets available to businesses.

Encouraging the creation and curation of new or better datasets in a variety of application
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Respondent 134

Maria Gini, University of Minnesota

(3) No robot should be allowed to kill people without human intervention. It is the Geneva
convention, yet drones used for military operations have the capability to autonomously
decide to kill people. The issue is not technical, nobody can prevent the development of
robots capable of killing people, it$ a policy issue. Progress on this front will go a long way
to reassure the public that killer robots will have no legal place in our future.



(5) Computers need the ability to use common sense when making decisions or
recommendations. Despite a lot of reearch, this still

remains a pressing and open question in Al. Al has made great progress in addressing
specific sets of problems, such as playing Go or recognizing features in images or
recognizing spoken language, but it is still lacking the ability toreason across problem
domains and make connections among things that were not explicitly considered when
developing systems.

(6) The use of data to learn predictive models has many valuable applications, yet it risks
biasing the future by perpetuating thepast. It is not just the example of loans, where
minority people

are less likely to receive a loan because of past data on loan default. It is what to do when
the data available are insufficient or collected

from a biased sample. Most machine learninggdrithms assume independent and
identically distributed random variables, but often

the data available are not. How to use past data to build models but then understand the
limitations and assumptions of the models, and suggest different ways of makingaigions,
so that we learn from the past but do not limit the future.

(7) Computational thinking has to be taught widely. It is not more than STEM, STEM is too
broad and includes disciplines like biology where there is an abundance of trained people
compared to the jobs available. It is a way of thinking and formulating problems and
solutions so precisely

that a computer can solve them. It is the foundation of Al (From John McCarthy, Dartmouth
Al conference "The study is to proceed on the basis of the cocijere that every aspect of
learning or any other feature of intelligence can in principle be so precisely described that
a machine can be made to simulate it."). Computational thinking will help everyone to
understand what Al can do, not just because theare shown specific examples but because
they understand the power of precise reasoning. It will also help develop a new generation
of citizens that are empowered to construct new solutions to world problems.

Respondent 135

Achutha Raman, 4PrivacyMatters

This brief response is respectfully submitted by Achutha Raman and 4Privacymatters to
address the following areas identified by OSTP:

#2: The use of Al for the public Good

#11: additional information related to Al Research.

Al application research as iselates to Privacy has been to date in the area of anonymization
and its inverse function i.e. dadentification. The public could benefit from research that

can enable Al Agents to report on the data provenance associated with a data driven offer.
This basic foundational capability can in turn enable deeper compliance checks that



guarantees individual privacy across the digital fabric. Areas that will need to be addressed
include:

72 Establishing provenance of datasets that could be embedded with any anitldata

so that they may be reconstructed on the fly solutions could possibly lie in the intersection
of Blockchain and Al technology

72 Helping the Public easily enable Al agents that act on their behalf to notify privacy

breached use of data when encouearing an offer made to them via a digital channel

72 Developing Al Agents that can be used by compliance and regulatory testing

agencies to check for Privacy nogompliance by taking up various personae and
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Respondent 136

Nate Soares, Machine Intelligence Research Institute

From Nate Soares, executive director of the Machine Intelligence Research Institute
(XXXXXXXXX).

I. Review of safety and control concerns

Al experts largely agree that Al research wikventually lead to the development of Al
systems that surpass humans in general reasoning and decistamaking ability.[1] This is,
after all, the goal of the field. However, there is widespread disagreement about how long it
will take to cross that threshdd, and what the relevant Al systems are likely to look like
(autonomous agents, widely distributed decision support systems, human/Al teams, etc.).

Despite the uncertainty, a growing subset of the research community expects that advanced
Al systems willgive rise to a number of foreseeable safety and control difficulties, and that
those difficulties can be preemptively addressed by technical research today. Stuart Russell,
co-author of the leading undergraduate textbook in Al and professor at U.C. Berkgle

writes:
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high-quality decisions. Here, quality refers to the expected outcome utility of actions taken,

where the utility function is, presumably, specified by thdhuman designer. Now we have a

problem:
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which are (at best) very difficult to pin down.
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existence and to acquire physical and computational resources not for their own sake,

but to succeed in its assigned task.
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subset of size k<n, will ofterset the remaining unconstrained variables to extreme values; if

one of those unconstrained variables is actually something we care about, the solution

found may be highly undesirable. This is essentially the old story of the genie in the lamp,

or the sorcerer's apprentice, or King Midas: you get exactly what you ask for, not what you
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rebel. The concern is rather that such systems may pursue their programmed goals all too

well, and that the programmed goals may not match the intended goals, or tithe intended

goals may have unintended negative consequences.

These challenges are not entirely novel. We can compare them to other princigajent
problems where incentive structures are designed with the hope that blind pursuit of those
incentives promotes good outcomes. Historically, principabgent problems have been
difficult to solve even in domains where the people designing the incentive structures can
rely on some amount of human goodwill and common sense. Consider the problem of
designing tax @des to have reliably beneficial consequences, or the problem of designing
regulations that reliably reduce corporate externalities. Advanced Al systems naively
designed to optimize some objective function could result in unintended consequences that
occuron digital timescales, but without goodwill and common sense to blunt the impact.
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multiple lines of open technical research that can be pursued today to address Hee

concerns, we believe it is prudent to begin serious work on those technical obstacles, to
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Il. Technical research for safety and control

There are several promising lines of technical research that may help ensutet the Al
systems of the future have a positive social impact. We divide this research into three broad
categories:

- Value specification (VS): research that aids in the design of objective functions that capture
the intentions of the operators, and/orthat describe socially beneficial goals. Example:
cooperative inverse reinforcement learning, a formal model of Al agents that inductively
learn the goals of other agents (e.g., human operators).[3]

- High reliability (HR): research that aids in the desig of Al systems that robustly, reliably,
and verifiably pursue the given objectives. Example: the PAC learning framework, which



gives statistical guarantees about the correctness of solutions to certain types of
classification problems.[4] This framework 5 a nice example of research done far in
advance of the development of advanced Al systems that is nevertheless likely to aid in the
design of systems that are robust and reliable.

- Error tolerance (ET): research that aids in the design of Al systems thare fail-safe and
robust to design errors. Example: research into the design of objective functions that allow
an agent to be shut down, but do not give that agent incentives to cause or prevent
shutdown.[5]

Our "Agent foundations for aligning machineli OA1 1 ECAT AA xEOE EOI AT ET OAO
discusses these three targets in depth, and outlines some neglected technical research

topics that are likely to be relevant to the future design of robustly beneficial Al systems
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stronger assumption that the advanced systems of the future will be qualitatively similar to

modern-day machire learning (ML) systems.[7] We also recommend a research proposal
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technical research problems that are applicable to neduture Al systems and are likely to

also beapplicable to more advanced systems down the road.[8] Actionable research

directions discussed in these agendas include (among many other topics):

- robust inverse reinforcement learning: designing rewardbased agents to learn human
values in contexts whee observed behavior may reveal biases or ignorance in place of
genuine preferences. (VS)

- safe exploration: designing reinforcement learning agents to efficiently learn about their
environments without performing high-risk experiments. (ET)

- low-impact agents: specifying decisiormaking systems that deliberately avoid having a
large impact, good or bad, on their environment. (ET)

There are also a number of research areas that would likely aid in the development of safe
Al systems, but which are not welintegrated into the existing Al community. As an
example, many of the techniques in use by the program verification and higtssurance
software communities cannot be applied to modern ML algorithms. Fostering more
collaboration between these communities idikely to make it easier for us to design Al
systems suitable for use in safetgritical situations. Actionable research directions for ML
analysis and verification include:[9][10][11]

- algorithmic transparency: developing more formal tools for analyzig how and why ML
algorithms perform as they do. (HR)

- type theory for program verification: developing highassurance techniques for the raise
of verified code in new contexts. (HR)

- incremental re-verification: confirming the persistence of safety progrties for adaptive
systems. (HR)



Another category of important research for Al reliability is the development of basic

theoretical tools for formally modeling intelligent agents. As an example, consider the

interaction of probability theory (a theoretical tool for modeling uncertain reasoners) with

modern machine learning algorithms. While modern ML systems do not strictly follow the

axioms of probability theory, many of the theoretical guarantees that can be applied to them
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basic research that was developed far in advance of presed&y ML techniques, but has

proven important for attaining strong (statistical) guarantees about the behavior of ML

systems. We believe that more basic research of this kind can be done, and that it could

prove to be similarly valuable.

There are a number of other aspects of good reasoning wigeanalogous foundations are
lacking, such as situations where Al systems have to allocate attention given limited
computational resources, or predict the behavior of computations that are too expensive to
run, or analyze the effects of potential alteratias to their hardware or software. Further
research into basic theoretical models of ideal reasoning (including research into bounded
rationality) could yield tools that would help attain stronger theoretical guarantees about Al
systems' behavior. Actionald research directions include:[6]

- decision theory: giving a formal account of reasoning in settings where an agent must
engage in metacognition, reflection, selnodification, or reasoning about violations of the
agent/environment boundary. (HR)

- logical uncertainty: generalizing Bayesian probability theory to settings where agents are
uncertain about mathematical (e.g., computational) facts. (HR)

We believe that there are numerous promising avenues of foundational research which, if
successful, could rake it possible to get very strong guarantees about the behavior of
advanced Al systems stronger than many currently think is possible, in a time when the
most successful machine learning techniques are often poorly understood. We believe that
bringing together researchers in machine learning, program verification, and the
mathematical study of formal agents would be a large step towards ensuring that highly
advanced Al systems will have a robustly beneficial impact on society.

lll. Coordination prospects

It is difficult to say much with confidence about the longerm impact of Al. For now, we
believe that the lines of technical research outlined above are the best available tool for
addressing concerns about advanced Al systems, and for learning moreoabwhat needs to
be done.

Looking ahead, we expect the risks associated with transformative Al systems in the long
term to be exacerbated if the designers of such systems (be they privagector, public
sector, or part of some international collaboratior) act under excessive time pressure. It is






