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Many	sources	of	bias

• Limited	and	coarse	features
• Sample	size	disparity

• Less	data	(by	definition)	about	minority	populations

• Skewed	sample
• Feedback	loops

• Tainted	examples
• Features	that	act	as	proxies
• Conscious	prejudice
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Detectable	difference	
in	accuracy	rates	for	
different	parts	of	the	
population*

Undetectable	
difference

Depends	how	you	view	
the	problem
May	be	difficult	for	
outsiders to	detect



*If	you	know	the	protected	class	
to	which	each	person	belongs



Addressing	bias

• Limited	and	coarse	features
• Sample	size	disparity

• Less	data	(by	definition)	about	minority	populations

• Skewed	sample
• Feedback	loops

• Tainted	examples
• Features	that	act	as	proxies
• Conscious	prejudice

Fairness	by	way	of	
equal	predictive	
accuracy;	balance	in	
type	I	and/or	II	error	
rates
Exploration	to	learn	
true	base	rates

Depends	how	you	view	
the	problem

Fairness	by	way	of	
minimized	disparity

What	works	for	
unintentional	cases	
will	work	for	
intentional	cases



Tensions

• Between	different	notions	of	fairness
• Between	fairness	and	accuracy
• Between	different	methods	for	achieving	fairness






