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When you are denied a loan...

Do you know what you can do to be approved?



Source:  LA Times, 2015





Recourse in Machine Learning

§ Recourse = ability to obtain a desired prediction from a model 
by changing actionable input variables

§ Recourse ≠ explainability
§ Why did the model deny the loan? Is this a meaningful reason?
§ What can a person do to obtain loan? Is there any feasible action?

§ Recourse = agency in model’s decision-making process



1. When should we care about recourse?

2. Why models may not provide recourse

3. Tools to check recourse for linear classifiers

4. Lessons for consumer protection



Public Services



Source:  The Economist, 2018
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1. When should we care about recourse?

2. Why models may not provide recourse

3. Tools to check recourse for linear classifiers

4. Lessons for consumer protection



Transparent Models May Not Provide Recourse
Sleep Apnea

1. Age � 60 20 points · · ·
2. Income � $50K 10 points + · · ·
3. Savings � $5K 10 points + · · ·
4. PersonalityType is ENTJ 10 points · · ·

SCORE = · · ·

APPROVE LOAN IF SCORE � 25
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Variables that Cannot or Should Not Have to Change

§ HasPhD � can’t just ‘un-PhD’

§ Age � no fountain of youth

§ PersonalityType � beyond repair

§ AndroidPhone � shouldn’t have to switch

§ MaritalStatus � shouldn’t have to marry



GOAL
evaluate feasibility & difficulty of recourse on deployment population

§ Minor Differences in Variable Encoding
§ LatePayment vs LatePaymentInLastYear

§ Changes in Deployment Population
§ set of feasible actions
§ missing features

§ Superficial Feasibility 
§ loan requires increasing income by $10M

Why not just Regulate Input Variables?



1. When should we care about recourse?

2. Why models may not provide recourse

3. Tools to check recourse for linear classifiers

4. Lessons for consumer protection



Our Paper

Methods to evaluate recourse without interfering in model development. 

Questions that can be answered with our tools:

1. What can a person change to be approved for a loan?

2. What is the feasibility and difficulty of recourse in a population of 
interest?



Optimization
Problem

Integer Program

Routine to Check Recourse for 1 Person (!)

§ fast � <1 second

§ all data types � ordinal, categorical, continuous

§ specialized cost functions � to measure / minimize difficulty of actions

§ linear classification models � LR, SVMs, decision lists, rule sets

classification 
model

input data 
for!

valid actions 
for!

action to flip 
prediction for !

proof that ! has 
no recourse 

OR



Features to Change Current Values Required Values

n credit cards 5 �! 3

current debt $3,250 �! $1,000

has savings account False �! True
has retirement account False �! True

Figure 1: Hypothetical flipset for an individual who is denied credit by a clas-
sification model. Each item (i.e. row) shows an actionable set of changes to a
subset of features that will “flip” an individual’s predicted outcome from ŷ = �1
to ŷ = +1. Each set of changes guarantees that the individual will be approved
for credit in the future so long as other features do not change.

0.1 Building Flipsets

The optimal solution to (??) can be used to create the first item in a flipset (i.e.,
by listing the values of xj and xj + a⇤j for all j such that a⇤j 6= 0). In order to
e↵ectively provide an individual with recourse, however, a flipset should contain
multiple items. This is because each item may be infeasible in a way that is
only known to the individual.

To build a flipset with multiple items, we use an enumeration procedure that
repeatedly solves (??). Our proposed enumeration procedure recovers T actions
that use distinct subsets of features by repeating the following steps T times:
(i) solve (??); (ii) use the optimal action a⇤ to add a new item to flipset; (iii)
add a constraint to eliminate the active set of features S = {j : a⇤j 6= 0} from
the feasible region

P
j2S(1� uj) +

P
j 62S uj  d� 1.

Variables to Change Old New

most recent payment $0 ! $790

months paid in full in last 6 months 1 ! 4

most recent payment $0 ! $515

months paid in full in last 6 months 1 ! 2

most recent payment $0 ! $500

months paid in full in last 6 months 1 ! 2

months with low spending in last 6 months 6 ! 5

Figure 2: Flipset for a person who is denied credit by the most accurate `1-
penalized LR classifier. Each item describes a set of actionable minimal cost
changes to flip the prediction. We enumerated all 5 items in  1 seconds using
the “distinct feature subsets” scheme and the cost function in Eq. ??.
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Flipset
List of actions that a person can change to be approved for a loan

Input Variables to Change Current
Values

Required
Values
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Feasibility of Recourse Cost of Recourse

Recourse Audit
Measure feasibility and difficulty of recourse in a population of interest

Test Error # of Input Variables

cost = 0.4 
�

need at least a 
40 percentile shift

in any variable 
to flip prediction



Feasibility of Recourse Cost of Recourse
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§ Model Development

§ Model Procurement

§ Algorithmic Impact Assessments

§ Informing Consumers

§ Testing in Deployment

Recourse Audits Flipsets



1. When should we care about recourse?

2. Why models may not provide recourse

3. Tools to check recourse for linear classifiers

4. Lessons for consumer protection
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OLL19293 S.L.C. 

116TH CONGRESS 
1ST SESSION S. ll 

To direct the Federal Trade Commission to require entities that use, store, 
or share personal information to conduct automated decision system 
impact assessments and data protection impact assessments. 

IN THE SENATE OF THE UNITED STATES 

llllllllll 
Mr. WYDEN (for himself and Mr. BOOKER) introduced the following bill; which 

was read twice and referred to the Committee on llllllllll 

A BILL 
To direct the Federal Trade Commission to require entities 

that use, store, or share personal information to conduct 
automated decision system impact assessments and data 
protection impact assessments. 

Be it enacted by the Senate and House of Representa-1

tives of the United States of America in Congress assembled, 2

SECTION 1. SHORT TITLE. 3

This Act may be cited as the ‘‘Algorithmic Account-4

ability Act of 2019’’. 5

SEC. 2. DEFINITIONS. 6

In this Act: 7



ar
X

iv
:1

80
3.

07
54

0v
2 

 [c
s.A

I] 
 2

 Ju
l 2

01
8

Enslaving the Algorithm: From a “Right to an

Explanation” to a “Right to Better Decisions”?

Lilian Edwards, University of Strathclyde [l.edwards@strath.ac.uk]

Michael Veale, University College London [m.veale@ucl.ac.uk]

Published in
IEEE Security & Privacy (2018) 16(3), 46–54, doi:10.1109/MSP.2018.2701152

As concerns about unfairness and discrimination in “black box” machine learn-

ing systems rise, a legal “right to an explanation” has emerged as a compellingly

attractive approach for challenge and redress. We outline recent debates on the

limited provisions in European data protection law, and introduce and analyze

newer explanation rights in French administrative law and the draft modernized

Council of Europe Convention 108. While individual rights can be useful, in pri-

vacy law they have historically unreasonably burdened the average data subject.

“Meaningful information” about algorithmic logics is more technically possible

than commonly thought, but this exacerbates a new “transparency fallacy”—an

illusion of remedy rather than anything substantively helpful. While rights-based

approaches deserve a firm place in the toolbox, other forms of governance, such

as impact assessments, “soft law,” judicial review, and model repositories de-

serve more attention, alongside catalyzing agencies acting for users to control

algorithmic system design.

1 Introduction

Businesses and governments are increasingly deploying machine learning (ML) systems to

make and support decisions that have a crucial impact on everyday life: decisions about

(inter alia) criminal sentencing and release on bail, medical treatment, eligibility for welfare

benefits, what entertainment we see and can access, the price and availability of goods and

services delivered online, and the political information to which we are exposed. These ML

systems—colloquially entering public consciousness as just algorithms, or even just AI—have

been extensively criticized in the past few years as a result of a number of well-known “war

stories” that have revealed patterns of discrimination embedded but invisible to casual users

in such systems.1

Because algorithms are trained on historical data, they risk replicating unwanted histor-

ical patterns of unfairness and/or discrimination. For example, in hiring systems, a lack of

women being hired in the past may mean the systems fail to recognize the worth of female

1



40 Years of a “Right to an Explanation”



What we Knew Back in the 1980s

MEETING THE EQUAL CREDIT OPPORTUNITY ACT'S
SPECIFICITY REQUIREMENT: JUDGMENTAL AND

STATISTICAL SCORING SYSTEMS

WINNIE F. TAYLOR*

INTRODUCTION

Consumer credit has become an accepted fact of American life.
It continues to grow at a phenomenal rate as more and more buy-
ers seek to improve their standard of living by utilizing various
financing arrangements. Virtually all home purchases involve some
form of mortgage agreement' and approximately two-thirds of all
consumer automobile purchases are made on an installment pay-
ment basis. In addition, many large department stores report that
at least half of their business depends on their closed-end credit
plans.2 Total installment credit has risen 68% in the last five
years, with consumer installment debt rising by a record $44 bil-
lion in 1978.-

Americans who are constantly encouraged to become more de-
pendent on credit need to be reminded that credit is available to
them as a privilege, not as'a legal right. Everyone who wants or
needs credit cannot obtain it; each creditor devises its own method
of separating those who will receive credit from those who will

* Assistant Professor of Law, University of Florida. B.A. 1972, Grambling State Univer-
sity, 1975, J.D. State University of New York at Buffalo, LL.M. 1979, University of
Wisconsin.

My deepest appreciation is extended to Professor William Whitford for advising me in
the preparation of this article. I also would like to thank Professor Daniel Bernstine for
reading the manuscript and giving his helpful comments and suggestions, and Mary Ray for
her invaluable assistance in critically examining it. Finally, I thank Diane Roessler and Eu-
nice McCredie for their patience in typing the manuscript.

1. G. Chandler & D. Ewert, Discrimination on the Basis of Sex Under the Equal Credit
Opportunity Act (Working Paper No. 8: Credit Research Center, -Purdue University)(1976).
"But for the availability of credit, it would be impossible for most Americans to obtain an
education, purchase a car, own a home, or start a business." Comment, Equal Credit Oppor-
tunity Act Amendments of 1976, 12 U. RiCH. L. REv. 203 (1977).

2. S. REP. No. 589, 94th Cong., 2d Sess. 3 (1976), reprinted in [1976] U.S. CODE CONG.
& An. NEws 405.

3. Conover, Consumer Credit Sophistication Grows, CXLIV Am. BANKER 1 (1979). Out-
standing bank credit card debt was up 139% in the same period. Id.

ARTICLE
THE EQUAL CREDIT OPPORTUNITY ACT: A

FUNCTIONAL FAILURE

JOHN H. MATHESON*

The Equal Credit Opportunity Act was enacted in 1974 as (1) a consumer
protection statute designed to provide accurate information to and about
consumers involved in credit transactions, and (2) an antidiscrimination
statute designed to shield protected classes of consumers from discrimi-
nation in the granting of credit. The Federal Reserve Board promulgated
regulations to further these statutory goals. Congress intended that the
Act would be enforced through both private litigation and public compli-
ance programs. Few private lawsuits have been brought under the Act,
however, and public enforcement efforts have neither checked credit dis-
crimination nor halted perpetuation of prior discrimination.

Professor Matheson believes that courts, government enforcement
agencies, and consumers should focus on substantive (rather than pro-
cedural) violations of the Act and its implementing regulations. The Act
should be amended to allow for a minimum damage recovery for successful
plaintiffs. The definition of "adverse action" in the regulations should be
amended to acknowledge that credit granted on different terms than those
requested by an applicant may indicate illegal discrimination. Detailed
statistical information must be kept by credit-granting institutions and
made available to private litigants and government enforcement agencies
to assist them in identifying and eliminating credit discrimination. Profes-
sor Matheson believes that these changes will help create a statutory and
regulatory framework that will promote better compliance by creditors
with the Act's provisions and enhance enforcement efforts by both private
parties and public agencies.

In 1974, Congress passed the Equal Credit Opportunity Act'
(hereinafter ECOA or the Act) to ensure that "financial institu-
tions and other firms engaged in the extension of credit make
that credit equally available to all creditworthy customers with-
out regard to sex or marital status."'2 Two years later, Congress
expanded the ECOA to prohibit credit discrimination based on
race, color, national origin, age, receipt of public assistance
income, or the exercise in good faith of the rights guaranteed
under the Consumer Credit Protection Act. The ECOA was

* Associate Professor of Law, University of Minnesota. B.S., Illinois State Univer-
sity, 1974; J.D., Northwestern University, 1977. I would like to thank Steve H. Nickles
for his encouragement and assistance. Daniel Solomon, University of Minnesota Law
School, Class of 1985, and Sheryl Walter, University of Minnesota Law School, Class
of 1984, provided able research assistance.

IEqual Credit Opportunity Act, Pub. L. No. 93-495, §§ 501-503, 88 Stat. 1521 (1974)
(current version at 15 U.S.C. §§ 1691-1691f (1982)).

2 Act of Oct. 28, 1974, Pub. L. No. 93-495, § 502, 88 Stat. 1521 (1974).
3 Equal Credit Opportunity Act Amendments of 1976, Pub. L. No. 94-239, §§ 1-8, 90

Stat. 251 (1976) (current version at 15 U.S.C. §§ 1691-1691f (1982)).



106 BUFFALO LAW REVIEW [Vol. 29
HYPOTHETICAL CREDIT SCORING SYSTEM

Applicant Characteristics Allotted Points
Home Phone

Yes 36
No 0

Own or Rent
Own 34
Rent 0

Other Finance Company Debt
Yes -12
No 0

Bank Credit Card
Yes 29
No 0

Applicant Occupation
Professional and Officials 27
Technical and Managers 5
Proprietor -3
Clerical and Sales 12
Craftsman and Nonfarm-laborer 0
Foreman and Operative 26
Service Worker 14
Farm Worker 3

Checking or Savings Account
Neither 0
Either 13
Both 19

Applicant Age
30 or less 6
30+ to 40 11
40+ to 50 8
Over 50 16

Years on Job
5 or less 0
5+ to 15 6
Over 15 18
HYPOTHETICAL APPLICANT AND THE CORRESPONDING CREDIT SCORE

Applicant's Characteristics Allotted Points
Home Phone 36
Rents 0
No other finance company debt 0
Bank credit card 29
Farm worker 3
Both checking and savings accounts 19
Age 48 8
Same job for 18 years 18

113
If a favorable decision requires 114 or more points, the applicant
will be denied credit; however, it will be unusually difficult to pro-

Predictions don’t have “Principle Reasons”

84 BUFFALO LAW REVIEW [Vol. 29

sonal letter form was unnecessary, and instead sanctioned a
"checklist" format, with the proviso that the checklist give a con-
cise indication of the application's deficiencies. 53 Accordingly, the
Federal Reserve Board prepared a sample chacklist statement of
reasons as a model for creditors to follow.5' If the Board's form is

53. S. REP. No. 589, 94th Cong., 2d Sess. 8 (1976). The legislative history states that the
Federal Reserve Board's regulations may suggest formats for the statements of reasons.
During the ECOA hearings the Senate Banking, Housing and Urban Affairs Committee was
presented with model letters by various witnesses. The Committee acknowledged the brev-
ity of these letters but did not completely endorse any of them. Id. at 8-10, reprinted in
[1976] U.S. CODE CONG. & AD. NEws 410, 411.

54. Section 202.9(b)(2) of Regulation B contains the sample form and generally relates
to the statement of specific reasons requirement. It provides a creditor with the option of
formulating his or her own statement, or adopting, in whole or in part, the one prepared by
the Board. The sample form provides as follows:

PRINCIPAL REASON(S) FOR ADVERSE ACTION CONCERNING CREDIT:
[ Credit application incomplete
[ Insufficient credit references
[ Unable to verify credit references

Temporary or irregular employment
Unable to verify employment

[ Length of employment
[ Insufficient income
[ Excessive obligations

[ Unable to verify income
[ Inadequate collateral

[ We do not grant credit to any applicant on the terms and conditions you
request

[ Too short a period of residence
[ Temporary residence
[ Unable to verify residence
[ No credit file

Insufficient credit file
Delinquent credit obligations

[ Garnishment, attachment, foreclosure, repossession, or suit
[ Bankruptcy

Other specify.
DISCLOSURE OF USE OF INFORMATION OBTAINED FROM AN OUTSIDE SOURCE
[ Disclosure inapplicable

Information obtained in a report from a consumer reporting agency
Name:
Address:
Telephone Number:

[ Information obtained from an outside source other than a consumer report-
ing agency. Under the Fair Credit Reporting Act, you have the right to
make a written request, within 60 days of receipt of this notice, for disclo-
sure of the nature of the adverse information.

Creditor's name:



The applicant, rejected under a creditor's scoring system, received a statement of 
reasons which ... showed the applicant scored lowest in the "time on the job" and 
"credit references" categories. 

Dissatisfied with this response, the rejected applicant wrote for further 
clarification of the reasons for denial, and for the creditor's minimum requirement 
for time on the job and the number and type of credit references required. 

The creditor responded that the information requested could not be given 
because there were no minimum standards, and apologetically explained that 
because different point values are assigned to each factor considered, concrete 
standards for any one factor could not be established.



1. Protect against specific failure modes

2. Specify exact tools and testing procedures
• Firms comply with minimum requirements

• Minimize reliance on “expert opinion”

3. Provide multiple avenues to prevent harm
• Legislation is harder to pass when there is 

only one way to regulate

Lessons in Designing Effective Consumer Protection

Feasibility of Recourse Cost of Recourse

Recourse Audits

Features to Change Current Values Required Values

n credit cards 5 �! 3

current debt $3,250 �! $1,000

has savings account False �! True
has retirement account False �! True

Figure 1: Hypothetical flipset for an individual who is denied credit by a clas-
sification model. Each item (i.e. row) shows an actionable set of changes to a
subset of features that will “flip” an individual’s predicted outcome from ŷ = �1
to ŷ = +1. Each set of changes guarantees that the individual will be approved
for credit in the future so long as other features do not change.

0.1 Building Flipsets

The optimal solution to (??) can be used to create the first item in a flipset (i.e.,
by listing the values of xj and xj + a⇤j for all j such that a⇤j 6= 0). In order to
e↵ectively provide an individual with recourse, however, a flipset should contain
multiple items. This is because each item may be infeasible in a way that is
only known to the individual.

To build a flipset with multiple items, we use an enumeration procedure that
repeatedly solves (??). Our proposed enumeration procedure recovers T actions
that use distinct subsets of features by repeating the following steps T times:
(i) solve (??); (ii) use the optimal action a⇤ to add a new item to flipset; (iii)
add a constraint to eliminate the active set of features S = {j : a⇤j 6= 0} from
the feasible region

P
j2S(1� uj) +

P
j 62S uj  d� 1.

Variables to Change Old New

most recent payment $0 ! $790

months paid in full in last 6 months 1 ! 4

most recent payment $0 ! $515

months paid in full in last 6 months 1 ! 2

most recent payment $0 ! $500

months paid in full in last 6 months 1 ! 2

months with low spending in last 6 months 6 ! 5

Figure 2: Flipset for a person who is denied credit by the most accurate `1-
penalized LR classifier. Each item describes a set of actionable minimal cost
changes to flip the prediction. We enumerated all 5 items in  1 seconds using
the “distinct feature subsets” scheme and the cost function in Eq. ??.
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Flipsets



Thank you!
Paper

Actionable Recourse in Linear Classification
Berk Ustun, Alexander Spangher, Yang Liu.  

ACM Conference on Fairness, Accountability and Transparency, 2019

Software 

actionable-recourse https://github.com/ustunb/actionable-recourse



THE SPECIFICITY REQUIREMENT

decisions on "creditworthiness" criteria that can be explained
briefly, each creditor having established criteria for judging an ap-
plicant's ability and willingness to repay.10 8 Secondly, use of the
expanded requirement does not mean that all checklist reasons will
require an explanatory note in order to achieve the desired degree
of specificity. Checklist reasons, such as "no credit file," "unable to
verify income," and "we do not grant credit to any applicant on
the terms and conditions you request" are self explanatory, and
appear to simultaneously provide the threshhold educational bene-
fit Congress intended for consumers and the brevity Congress in-
tended to ease a creditor's burdens.

Whether those checklist reasons warranting explanatory notes
can be briefly articulated depends primarily upon whether the
questions they raise can be briefly answered. As the following indi-
cates, the typical checklist reason can be explained briefly, often in
a single sentence:

CHEcKLIST REASONS WrrH EXPLANATORY STATEMENTS

"Checklist Reason"

Credit application incomplete

Insufficient credit references

Length of employment

Insufficient income

Too short a period of residence

Insufficient credit file

"Explanatory Statements"

You failed to list credit
references

We require a minimum of
three references

We require six (6) months
continuous emplyment
with one employer

We require a minimum
income of $10,000

We require a minimum of
four (4) months at the
same residence

We require a minimum of
three positive references;
your file contains only one

108. See text accompanying notes 154-160 infra.

1980]



Rules: Once a rule has been interpreted and the facts have been found, then the 
application of the rule to the facts decides the issue to which it is relevant.

Standards: Guide decisions but provide a greater range of choice. Standards define 
a set of mandatory considerations that are exhaustive for adjudication or policy 
making, .

Principles: Mandatory considerations for judges. Principles identify some 
considerations, allowing one to consider other factors in the decision.

Catalogs:  A list of things that are within the legal norm along with a sweepings 
clause, e.g., "and other things like this."

Discretion: The most flexible option. Relevant legal norm may simply be a 
secondary rule that grants discretion to an official (frequently a judge).

Hierarchy of Legal Norms

Source: https://lsolum.typepad.com/legaltheory/2017/12/

More Constraining

Less Constraining
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F ~ U R E  2 Eight Rungs on a Ladder of Citizen Pdrtici- 
pation 

been happening in most of the 1,000 Community Action 
Programs, and what promises to be repeated in the vast 
majority of the 150 Model Cities programs. 

Types of Participation and “NonParticipation” 
A typology of eight levels of participation may help in 
analysis of this confused issue. For illustrative pur- 
poses the eight types are arranged in a ladder pattern 
with each rung corresponding to the extent of citizens’ 
power in determining the end p r ~ d u c t . ~  (See Figure 2.) 

The bottom rungs of the ladder are (1  ) Manipula- 
tion and ( 2 )  Therapy. These two rungs describe levels 
of “non-participation” that have been contrived by some 
to substitute for genuine participation. Their real ob- 
jective is not to enable people to participate in planning 
or conducting programs, but to enable powerholders to 
“educate” or “cure” the participants. Rungs 3 and 4 
progress to levels of “tokenism” that allow the have- 
nots to hear and to have a voice: ( 3 )  Znforming and 
(4)  Considtation. When they are proffered by power- 
holders as the total extent of participation, citizens may 
indeed hear and be heard. But under these conditions 
they lack the power to insure that their views will be 
heeded by the powerful, When participation is re- 
stricted to these levels, there is no followthrough, no 
“muscle,” hence no assurance of changing the status 
quo. Rung (5)  Placation, is simply a higher level 
tokenism because the groundrules allow have-nots to 
advise, but retain for the powerholders the continued 
right to decide. 

Further up the ladder are levels of citizen power with 
increasing degrees of decision-making clout. Citizens 

ARNSTEIN 

can enter into a (6) Partnership that enables them to 
negotiate and engage in trade-offs with traditional 
powerholders. At the topmost rungs, (7 )  Delegated 
Power and ( 8 )  Citizen Control, have-not citizens obtain 
the majority of decision-making seats, or full managerial 
power. 

Obviously, the eight-rung ladder is a simplification, 
but it helps to illustrate the point that so many have 
missed-that there are significant gradations of citizen 
participation. Knowing these gradations makes it possi- 
ble to cut through the hyperbole to understand the 
increasingly strident demands for participation from the 
have-nots as well as the gamut of confusing responses 
from the powerholders. 

Though the typology uses examples from federal 
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notion of serious commitment to legal regulation of 
business activities needs to be stifled. 

This prompts the question as to what extent ethical 
objectives are actually implemented and embedded in 
the development and application of AI, or whether 
merely good intentions are deployed. So far, some 
papers have been published on the subject of teaching 
ethics to data scientists (Garzcarek and Steuer 2019; 
Burton et al. 2017; Goldsmith and Burton 2017) but by 
and large very little to nothing has been written about 
the tangible implementation of ethical goals and 
values. In this paper, I address this question from a 
theoretical perspective. In a first step, fifteen of the 
major guidelines of AI ethics will be analyzed and 
compared. I will also describe which issues they omit 
to mention. In a second step, I compare the principles 
formulated in the guidelines with the concrete practice 
of research and development of AI systems. In 

particular, I critically examine to what extent the 
principles have an effect. In a third and final step, I will 
work out ideas on how AI ethics can be transformed 
from a merely discursive phenomenon into concrete 
directions for action. 

2 Guidelines in AI ethics 
2.1 Method 
Research in the field of AI ethics ranges from 
reflections on how ethical principles can be 
implemented in decision routines of autonomous 
machines (M. Anderson and S. Leigh Anderson 2015; A. 
Etzioni and O. Etzioni 2017; Yu et al. 2018) over meta-
studies about AI ethics (Vakkuri and Abrahamsson 
2018; Prates, Avelar, and Lamb, Luis, C. 2018; 
Boddington 2017; Greene, Hoffman, and Stark 2019; 
Goldsmith and Burton 2017) or the empirical analysis 
on how trolley problems are solved (Awad et al. 2018) 
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min cost(x+ a;x)

s.t f(x+ a) = 1

a 2 A(x)
<latexit sha1_base64="cpusBAT4c6FkkYwSPPAEicSGHwM=">AAAFKHicjVPLbhMxFJ2G8BqehQULNoY0Vaqm0UwCaimqVGDDskW0RYrTyOPxJG49j9oOTbG8ZMOn8DXsULf8AX/AdSatmooirjKam3PPfXmOo0JwpYPgdK5yrXr9xs1bt/07d+/df/Bw/tGuykeSsh2ai1x+iohigmdsR3Mt2KdCMpJGgu1Fh+9cfO8zk4rn2Ud9UrBeSgYZTzglGqD+/Ny3etLAUWrGdgltIKzZWMvUKD7I7AQ/tvtY58WU4teTdZwSPYwi88Hum3g5tJCUI2xWwuZyiK1fL6lQrBE2x333tJtYxLlWTTTux1DjzXnH+j9YZ7PQXGk7zVh2L2Jfn+UjN7MapX1zsI5I/wDhjB2hAGYS+QALlugGTiShJkQraLt/0BgDZ9kxl+xFbMliyQdDveTjlGdoEeGjEYnRf4yAsX9+aC1t0WKZiZJZujvcELjnlScowtDs/DT6D2tB69VqZ201RM4JO6trzgELXqKwFUys5k1tqz9f+YrjnI5SlmkqiFLdMCh0zxCpORXM+nikWEHoIRmwLrgZSZnqmYlqLKoDEqMkl/BkGk3QixmGpEqdpBEw3RdXl2MOvCrmKqqZ/sbxdJ6LS3AUpU34URA0Z3I2xo4yIiU5mUUV0wr82fXMuNxqdmWdrPUMz4qRZhktN05GAoFe3V1AMZeManECDqGSw6EhOiQgFw03xgcpHdM8TUkW4yElGWWi2+51IwHVewbDGFE+DjbwEF5modZesHUfS0EKgyXhijm49eIlHurAmolGJiOaWgh/5Ugwg49jCIWFtmC1tkV/2ahZdrYXxzEg0uJ4SLTthjBJWTYm8nDgDgtGg2UKrfgXVvbl2jUFmy0Cmi7jWS5TIpx+W5c50EiSbMBst9MzrsqGgUHPbqqpdSDBB+GeqRNd7ey2W2Gn1d5+Udt8O5XwLe+p99xreKG36m16770tb8ejc78rTyqo8qz6vfqj+rN6WlIrc9Ocx96MVX/9AeSKvkU=</latexit>

f(x) = �1
<latexit sha1_base64="NYlTHBRTYdUfYsxs2/+g/A2nrh8=">AAADqXicdVLLbtNAFJ02PEp4tIUlGwu3UhEhstMi2FSqYMOylUhbkTHVeHyTjDoPM3NDEkZe8g9s4a/4G8ZJFnUKV7Z8fO7r3DuTl1I4TJI/G5utO3fv3d960H746PGT7Z3dp+fOTCyHPjfS2MucOZBCQx8FSrgsLTCVS7jIrz/U/otvYJ0w+hPOS8gUG2kxFJxhoL4MD2iu/Kx6GR1Hr9OrnTjpJguLboN0BWKystOr3c0ftDB8okAjl8y5QZqUmHlmUXAJVZtOHJSMX7MRDALUTIHL/EJ2Fe0HpoiGxoZXY7Rgb2Z4ppybqzxEKoZjt+6ryf/56oqu0d/XcWiMXKPzXHXCw8NGBdimD75qZi2bN1kH6AJujudny6maI+PwXeaFLicImi8nHk5khCaqDyMqhAWOch4A41aEpUV8zCzjGI6sTTVMuVGK6YKOOdMc5KCXDXIZqmeeBhm5mSXHdBw+fi/u7VX7bWolKz21TDio6e7RGzrGpPIUYYYLiT5Ow6+dSPB0WgRXWmIVLO5V0T8m6iw7VzfleKpEOR0zrAZpULIsWzB7PaqXFaSFYUp04jss+wqsmwZrFnG40qWNVUx618XuekxoZJkeQTU4zHxd5dgHoR0qC4Ou4+PDkNAOFzddv6a3wXmvmx52e2dH8cn71RXeIs/JC3JAUvKWnJCP5JT0CSeW/CS/yO/Wq9ZZ67L1eRm6ubHKeUYa1uJ/ATsiObQ=</latexit>



Integer Programming Formulation

§ Handles all discrete data types 
§ binary, ordinal, categorical, 

§ Discretization guarantees
§ feasibility remains the same 
§ costs have controllable discretization error 

§ Supports diverse cost function
§ use to measure difficulty of actions

§ Very fast 
§ <1 second



Recourse Audit
Measure feasibility / difficulty of recourse in a population of interest

Algorithm 1 build flipset with T items
Input:

f classification model

x feature vector

A(x) set of feasible actions

Initialize

IP RecourseIP(f,x, A(x)) setup recourse IP

A {} collection of actions that will flip prediction

repeat

a⇤  optimal solution to IP
A A [ {a⇤} add a⇤

to set of optimal actions

zj  1[a⇤
j 6= 0] 1 if feature j is altered by a⇤

Z  {j : a⇤
j 6= 0} indices of features altered by a⇤

add constraint to IP to remove actions that alter the same features:
X

j 62Z

zj +
X

j2Z

(1� zj)  d� 1.

until A contains enough items or IP is infeasible

Output: A actions in flipset

Algorithm 2 Audit Recourse of Classifier in Target Population
Input: f classifier

Input: {xi}ni=1 feature vectors from deployment population

for i : f(xi) = �1 do

IP RecourseIP(f,xi, A(xi))

r⇤i  1 if IP is feasible else 0

c⇤i  optimal cost of IP if IP is feasible else 1

Output: {ci}ni=1 cost of each sample

Output: {ri}ni=1 feasible of each sample
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Building Flipsets

cost(x+ a;x) =
X

j:aj 6=0

log

✓
1�Qj(xj + aj)

1�Qj(xj)

◆

<latexit sha1_base64="YD7nm5yX+iENIrspmz2Lyrr0Txc=">AAAEq3icdVNNbxMxEN2UACVQaOHIxSKNlChptJu0SimqVODCsQX6IeKw8nq9iVvvR22HJFg+8ie4wp/i3zCbTVBT0VFWO3nzZuaNPRtkgivtun9Ka/fK9x88XH9Uefxk4+mzza3nZyodS8pOaSpSeREQxQRP2KnmWrCLTDISB4KdB1fv8/j5NyYVT5PPepaxQUyGCY84JRogf6u0UYvqOIjN1DbQIcKaTbWMjeLDxM7xif2KdZotKJVadIBjokdBYD7aryZsehaSUoTNjtdqethWagUVitW91tTPn04LizDVqoWmfgg13v7rWLubtZRCU6XtIqGZv4h9s0xHuWQ1jn1zeYCIf4lwwq6RC5JEOsSCRbqOI0mo8dAOOvEv61PgNHNmw97EGhZLPhzphr9Zdduve939nodyx+v29nMHzN1DXtudW9VZ2LG/tfYDhykdxyzRVBCl+p6b6YEhUnMqmK3gsWIZoVdkyPrgJiRmamDmF2dRDZAQRamEJ9Fojt7MMCRWahYHwMwPXd2O5eBdsbyiWulvcp5OU3ELDoK4BT8KO8WZXI2x64RISWarqGJagb86npkWU62OrKP9geFJNtYsocXE0VggWJl8HVHIJaNazMAhVHI4NERHBK5Mw9JW4DonNI1jkoR4RElCmeh3Bv1AQPWBwSAjSKfuIR7By2xXO9u2VsFSkMxgSbhiOdze3cMj7VozX6i5RFP14K8cC2bwJISQl2kLVu1Y9J+JWkVne1OOwTHPJiOibd8DJUXZkMirYX5YIA2GybTi31nRl+u8KdhqEVjtIp6kMibCqLZu3+ZAI0mSIbP97sDkVQ4NCF1+LKbahYQKLO5yO9Hdzlmn7XXbnZPd6tG7xQqvOy+dV07d8Zyec+R8cI6dU4eWdOln6Vfpd3mn/Kn8pYwL6lppkfPCWbEy+wuvDJCE</latexit>


