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Begin forwarded message:

From: AAAI Press <publications19@aaai.org>
Subject: Recap
Date: July 8, 2019 at 3:52:40 PM PDT
To: Carol McKenna Hamilton <hamilton@aaai.org>

Could you check this for me?

Hi Denise,

While it is fresh in my mind, I wanted to provide you with a recap on the AAAI proceedings work done.

Some sections of the proceedings were better than others, which is to be expected because authors in some subject areas are less likely to use �gures, the use of which is a signi�cant factor in error rate. 

The vision section was an excellent example of this variability. The number of problems in this section was quite high. Although I only called out 13 papers for additional corrections, there were many problems that I simply let go. What continues to be an issue, is why the team didn’t catch many of these errors before compilation began. For example, some of the errors involved the use of the caption package, as well as the existence of setlength commands. These are errors that should have been discovered and corrected before compilation. 

As I’ve mentioned before, running search routines on the source of all the papers in a given section saves a great deal of time because, in part, it insures consistency. 
That is something that has been decidedly lacking with regard to how these papers have been (or haven’t been) corrected. It is a cause for concern because the error rate should have been improving, not getting worse.

Another, more serious problem involves the introduction of errors (adding declarations to the preamble or code to the paper that are speci�cally disallowed) to papers that were *not* sent back to the author, and which were originally �ne.

That was what happened on all the source �les that I requested from you.

I will take AAAI-WangC.289 in the NLP section as an example, a paper that was not over length:

In the preamble to this paper, someone on the team added 

\thispagestyle{plain}
\pagestyle{plain}

to the preamble — a set of declarations that should be stripped, not added. This code was not in the original submission from the author.

That person also added negative vspace — again, a declaration that should be stripped, not added.

This is what the author submitted on 2 February 19
 
\begin{�gure}
\centering
\sub�gure[Varying \#hidden layers]{
\includegraphics[width=0.2\textwidth]{exp1-bless-depth}}
\sub�gure[Varying \#hidden units]{
\includegraphics[width=0.2\textwidth]{exp1-bless-width}}
\caption{Change of performance in term of accuracy when the neural network architecture varies over BLESS dataset.}
\label{�g:exp1-net}
\end{�gure}
 
This is what the team did to �gure 2: (note the -3pt)
 
\begin{�gure}
\centering
\sub�oat[Varying \#hidden layers]{
\includegraphics[width=0.2\textwidth]{exp1-bless-depth}}
\sub�oat[Varying \#hidden units]{
\includegraphics[width=0.2\textwidth]{exp1-bless-width}}
\caption{Change of performance in term of accuracy when the neural network architecture varies over BLESS dataset.}
\label{�g:exp1-net}{\vspace*{-3pt}}
\end{�gure}
 
 
This is what the author submitted for table 7 (note the -15 point):
 
\begin{table}
\centering
\begin{scriptsize}
\begin{tabular}{lll lll}
\hline
\bf Hypo. & \bf Hyper. & \bf Score & \bf Hypo. & \bf Hyper. & \bf Score\\
\hline
petrol & provision & 0.908 & wild�res & threat & 0.845\\
handicrafts & business & 0.872 & \bf steroids & \bf alternative & \bf 0.813\\
pantsuit & product & 0.870 & psychiatrist & profession & 0.808\\
\bf bacteria & \bf measure & \bf 0.864 & tarragon & food & 0.808\\
\hline
\end{tabular}
\end{scriptsize}
\caption{Examples of newly detected hypernymy relations, together with their scores. Errors are printed in bold.}
\label{tab:exp6b}
\end{table}
 
 
This is what the team did:
 
\begin{table}
\centering
%\begin{scriptsize}
\resizebox{.95\columnwidth}{!}{
\begin{tabular}{lll lll}
\hline
\bf Hypo. & \bf Hyper. & \bf Score & \bf Hypo. & \bf Hyper. & \bf Score\\
\hline
petrol & provision & 0.908 & wild�res & threat & 0.845\\
handicrafts & business & 0.872 & \bf steroids & \bf alternative & \bf 0.813\\
pantsuit & product & 0.870 & psychiatrist & profession & 0.808\\
\bf bacteria & \bf measure & \bf 0.864 & tarragon & food & 0.808\\
\hline
\end{tabular}}
%\end{scriptsize}
\caption{Examples of newly detected hypernymy relations, together with their scores. Errors are printed in bold.}
\label{tab:exp6b}{\vspace*{-15pt}}
\end{table}

The other archives you sent had similar examples, which indicates to me that, at the very least, training and quality control is spotty at best. That the problems showed up at the end of the production, and not the beginning only increases the seriousness of the problem.

Another problem area is the curious issue of overlength papers for which the author has paid for another page, then turning out not to be over length. That has never happened — ever, so somehow these papers are being shortened by the team, or sent back to the authors to be �xed, even though the overlength condition was intentional.

If the author paid for the extra page, no one should be going through and shortening them. 

The xml problems were frankly unexpected. I have uploaded more than 25 year's worth of AI Magazine to OJS, as well as the current SoCS and FLAIRS conferences, and never encountered the issues that were apparent with ICAPS, and appear to be apparent with AAAI, because I only made one upload per issue or section. Once it was done, it was done. Individual corrections to papers (there were 13 in ICAPS, for example), should NOT be done by uploading another xml �le, but rather by uploading the revised PDF via the OJS program itself. And why would that even be necessary? XML should be done at the end, after all the revisions and corrections to papers are complete — not before. 

A �nal area of di�culty for me was staying on top of the proofs. Proofs were not submitted in a steady �ow, as I had expected given the timeline, but rather at irregular intervals. That made work�ow at this end quite di�cult to manage.  I received a huge number of sections at the end of the process, and did not receive the largest sections until the very end of the process, when they came all at once. That made checking di�cult, and heading o� potential di�culties impossible.

I am mentioning these problems because I really would like 
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Executive Summary
Decades of research in artificial intelligence (AI) have produced formidable technologies that are providing immense benefit to 

industry, government, and society. AI systems can now translate across multiple languages, identify objects in images and video, 

streamline manufacturing processes, and control cars. The deployment of AI systems has not only created a trillion-dollar industry 

that is projected to quadruple in three years, but has also exposed the need to make AI systems fair, explainable, trustworthy, 

and secure. Future AI systems will rightfully be expected to reason effectively about the world in which they (and people) operate, 

handling complex tasks and responsibilities effectively and ethically, engaging in meaningful communication, and improving their 

awareness through experience. 

Achieving the full potential of AI technologies poses research challenges that require a radical transformation of 
the AI research enterprise, facilitated by significant and sustained investment. These are the major recommendations 

of a recent community effort coordinated by the Computing Community Consortium and the Association for the Advancement of 

Artificial Intelligence to formulate a Roadmap for AI research and development over the next two decades. 

Societal Benefits of AI

AI systems have the potential for transformative impact across all sectors of society and for substantial innovation and economic 

growth. At the same time, there are many concerns about the security and vulnerability of systems with these capabilities, as 

well as about the future of work in such a world. The Roadmap articulates AI benefits in several specific areas: 1) boost health 

and quality of life, 2) provide lifelong education and training, 3) reinvent business innovation and competitiveness, 4) accelerate 

scientific discovery and technical innovation, 5) expand evidence-driven social opportunity and policy, and 6) transform national 

defense and security. The Roadmap includes detailed vignettes describing how AI innovations could impact individual lives, 

organizations, and society. Potential AI innovations include health monitors and advisors, mental and behavioral health coaches, 

enhanced education for remote students, effective natural disaster response, rapid materials discovery, accurate models of water 

resources, expeditious cross-disciplinary medical research, business innovation in personal devices, supply chain delay resolution, 

and resilient cyber-physical systems. All these innovations require a range of fundamental research advances in key areas of AI.

Research Priorities to Realize Societal Benefits

Major research priorities that arise from motivating societal drivers include:

◗  Integrated intelligence, including developing foundational principles for combining modular AI capabilities and skills, 

approaches for contextualizing general capabilities to suit specific uses, creation of open shared repositories of machine-

understandable world knowledge, and understanding human intelligence both to inspire novel AI approaches and to develop 

models of human cognition. 

◗  Meaningful interaction, comprising techniques for productive collaboration in mixed teams of humans and machines, combining 

diverse communication modalities (verbal, visual, emotional) while respecting privacy, responsible and trustworthy behaviors that 

can be corrected directly by users, and fruitful online and real-world interaction among humans and AI systems. 

◗  Self-aware learning, developing robust and trustworthy learning, quantifying uncertainty and durability, learning from small 

amounts of data and through instruction, incorporating prior knowledge into learning, developing causal and steerable models 

from numerical data and observations, and learning real-time behaviors for intentional sensing and acting. 
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Challenges of the Current AI Landscape

Through the Roadmap activities, several critical challenges were identified. To begin, the field has matured beyond its initial academic 

focus on algorithms and theories and into a context of continuous data collection, social and interactive experimentation, and 

massive amounts of knowledge about a constantly changing world. Building from those foundations, the tech industry has compiled 

and leveraged massive resources—datasets, knowledge graphs, special-purpose computers, and large cadres of AI engineers—to 

propel powerful innovations. Tackling the research priorities above will require appropriate resources that can drive basic research 

of a more experimental nature. Without the right resources, academic AI research is limited—without answers to foundational 

questions, AI applications in industry will bring limited innovations. The constraints, incentives, and timelines are very different, too: 

Industry is largely driven by practical, near-term solutions, while academia is where many of the fundamental long-term questions 

are asked. Moreover, AI challenges span all areas of computer science and computer engineering, as well as cognitive science, 

psychology, biology, mathematics, public policy, ethics, education, and communication, to name just a few. The talent pool is another 

critical issue in the current AI ecosystem: The need for AI expertise far exceeds the supply and the gap will only continue to grow 

if not addressed. Many AI faculty have moved to industry to pursue new opportunities brought about by unique data and massive 

resources. US PhD graduates find attractive opportunities abroad as Asia and Europe are making multi-billion dollar investments in 

this area. Finally, there are many concerns about the security and vulnerability of AI systems, ensuring ethical uses of AI, and the 

future of work. 

Recommendations

Surmounting these challenges will require a reinvention of the AI research enterprise to create a comprehensive national AI 

infrastructure and re-conceptualize AI workforce training. To that end, the Roadmap offers the following specific recommendations: 

I — Create and Operate a National AI Infrastructure to serve academia, industry, and government through four interlocking 

capabilities: 

◗  Open AI platforms and resources: a vast interlinked distributed collection of “AI-ready” resources (such as curated high-

quality datasets, software, knowledge repositories, testbeds for personal assistants and robotics environments) contributed 

by and available to the academic research community, as well as to industry and government. 

◗  Sustained community-driven AI challenges: organized sequences of challenges that build on one another, posed by AI and 

domain experts to drive research in key areas, building upon—and adding to—the shared resources in the Open AI Platforms 

and Facilities.

◗  National AI Research Centers: multi-university centers with affiliated institutions, focused on pivotal areas of long-term AI 

research (e.g., integrated intelligence, trust, and responsibility), with decade-long funding to support on the order of 100 faculty, 

200 AI engineers, 500 students, and necessary computing infrastructure. These centers would offer rich training for students at 

all levels. Visiting fellows from academia, industry, and government will enable cross-cutting research and technology transition. 

◗  Mission-Driven AI Laboratories: living laboratories for AI development in targeted areas of great potential for societal 

impact. These would be “AI-ready” facilities, designed to allow AI researchers to access unique data and expertise, such as 

AI-ready hospitals, AI-ready homes, or AI-ready schools. They would work closely with the National AI Research Centers to 

provide requirements, facilitate applied research, and transition research results. These laboratories would be crucial for R&D, 

dissemination, and workforce training. They would have decade-long funding to support on the order of 50 permanent AI 

researchers, 50 visitors from AI Research Centers, 100-200 AI engineers and technicians, and 100 domain experts and staff.
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II — Re-conceptualize and Train an All-Encompassing AI Workforce, building upon the National AI Infrastructure listed  

above to: 

◗  Develop AI Curricula at All Levels: guidelines should be developed for curricula that encourage early and ongoing interest in 

and understanding of AI, beginning in K-12 and extending through graduate courses and professional programs. 

◗  Create Recruitment and Retention Programs for Advanced AI Degrees: including grants for talented students to obtain 

advanced graduate degrees, retention programs for doctoral-level researchers, and additional resources to support and 

enfranchise AI teaching faculty.

◗  Engage Underrepresented and Underprivileged Groups: programs to bring the best talent into the AI research effort. 

◗  Incentivize  Emerging Interdisciplinary AI Areas: initiatives to encourage students and the research community to work in 

interdisciplinary AI studies—e.g., AI safety engineering, as well as analysis of the impact of AI on society—will ensure a workforce 

and a research ecosystem that understands the full context for AI solutions. 

◗  Highlight AI Ethics and Policy: including the importance of the area of AI ethics and policy, and the imperative of incorporating 

ethics and related responsibility principles as central elements in the design and operation of AI systems.

◗  Address AI and the Future of Work: these challenges are at the intersection of AI with other disciplines such as economics, 

public policy, and education. It is important to teach students how to think through the ethical and social implications of their work.

◗  Train Highly Skilled AI Engineers and Technicians: support and build upon the National AI Infrastructure to grow the AI 

pipeline through community colleges, workforce retraining programs, certificate programs, and online degrees. 

III — Core Programs for basic AI Research are critical. The new resources and initiatives described in this Roadmap cannot 

come at the expense of existing programs for funding AI research. These core programs—which provide well-established, broad-

based support for research progress, for training young researchers, for integrating AI research and education, and for nucleating 

novel interdisciplinary collaborations—are critical complements to the broader initiatives described in this Roadmap, and they too 

will require expanded support. 

All of this will require substantial, sustained federal investment over the course of the 20-year period covered by this Roadmap, 

but the outcomes will be transformative. The recommendations above are not only a scaffold for interdisciplinary, forward-looking 

R&D that will drive scientific and economic advances while taking into consideration issues around security, vulnerability, policy, 

and ethics. The recommendations in this Roadmap will also allow the retention of the best talent in fertile research settings, 

creating extensive human capital in this crucial technology area—another important benefit to society and the economy.
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RECOMMENDATIONS FOR AI RESEARCH

A 20-Year Community Roadmap for 
Artificial Intelligence Research in the US

 

• Data-driven AI methods are highly
   effective but have important flaws

• Industry focuses largely on practical, near-term
   solutions using massive proprietary resources

• Academia asks many of the fundamental 
   long-term questions that lay the foundations 
   for AI

Yolanda Gil (USC) and Bart Selman (Cornell), co-chairs
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   numeric representations
• Learning in integrated 
   AI/robotic systems
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ASPIRATIONS

ARTIFICIAL INTELLIGENCE (AI) LANDSCAPE

AI-driven capabilities
• Behavioral health coaches
• High payoff experiments
• Opportunistic education 
• Resolve supply chain delays
• At-home robot caregivers/helpers
• Effective natural disaster response
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• Address food and water insecurity 
• Resilient cyber-physical systems

• Security & vulnerability, 
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  hardware, software, storage, 
  people…)

CROSS-CUTTING ISSUES

Few of AI’s challenges 

can be solved as

piecemeal academic 

research projects
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