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The Basic Device 
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Figure 1. (a) QCA cells represent state by electron configuration. (b) Coulombic Interaction between
neighboring cells propagates state. (c) A QCA majority gate
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Figure 2. Data moves from a zone which is in Hold to a zone in the Switch phase

regions within the molecule as sites for electrons, molecular
QCA holds the promise of densities upwards of 1013 devices
per cm2. Clock speeds for these cells could be in the 1 to
10 Terahertz range at room temperature. Power consumption
should be far less than end-of-line high performance transis-
tors.
Design and demonstration of a variety of basic logic struc-

tures in QCA [14], combinedwith the lure of higher densities
and speeds, has prompted research into larger scale QCA ar-
chitectures [10] [4]. Research has shown that logic elements
can be built from QCA. However for a full computer, we
must also store data. Previous QCA memory designs have
focused on functionality, not optimization, and have resulted
in bulky and slow designs.
QCA is so fundamentally different than CMOS that

simply scaling and translating CMOS designs for memory
and logic has proven inefficient. To achieve high densi-
ties and performance, QCA systems must adopt new de-
sign paradigms which embrace and take advantage of the
“processing-in-wire” [11] nature of this technology. In sec-
tion 3.1, we explore several of these issues and how they
apply to the design of efficient memory structures. The ex-
ploration of these issues lead to the construction of the H-
memory structure. A comparison of this structure (in sec-
tion 4) shows that it surpasses other QCA memories and
promises significant improvements over end-of-the-line tran-
sistor memory technology. Additionally, the nature of the
H-memory design takes full advantage of the processing-in-
wire aspect of QCA, allowing exciting possibilities for opti-
mization, use as a cache, and integration with logic elements.
We explore these possibilities in section 5.

2. Present Memory Structures
In current CMOS memory, one bit memory cells are ar-

ranged in a two dimensional grid structure. Incoming ad-
dresses are decoded to generate a two dimensional select sig-
nal, one dimension of which selects a row of the memory
grid and one which selects a column or set of columns. The
memory cells which are at the intersection of these two select
signals is activated. In the case of a read, the cell will send
the value of its state to the memory output; in the case of a
write, the cell will change its stored value to that determined
by a input to the memory. The internal structure of a mem-
ory cell is either two interlocking invertors or a capacitor.
Several memory grids can be combined to to create words of
arbitrary length.
Several problems present themselves if we try to “trans-

late” this structure into QCA. The first problem is that of
density. The single bit cell inefficiently consumes 4 clock-
ing zones. Additionally, control becomes an issue. A CMOS
memory relies upon setting the the row and column select
signals in a negligible amount of time. In QCA, generating
and propagating these signals is complex and in the multiple
clock cycle range.
Clearly, QCA memory designs must circumvent the lim-

itations of a grid design and single bit cell. The density
of QCA memory can be increased by storing multiple bits
within each memory cell. A spiral pattern allows multiple
clock zones to be “shared” by QCA cells. A pure spiral is
appropriate for small words, larger words could utilize differ-
ent configuratoins, such as a series of smaller spirals. Control
signals generated at the “edge” of a memory structure are not
able to propagate to the memory cell in time. To take advan-
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regions within the molecule as sites for electrons, molecular
QCA holds the promise of densities upwards of 1013 devices
per cm2. Clock speeds for these cells could be in the 1 to
10 Terahertz range at room temperature. Power consumption
should be far less than end-of-line high performance transis-
tors.
Design and demonstration of a variety of basic logic struc-

tures in QCA [14], combinedwith the lure of higher densities
and speeds, has prompted research into larger scale QCA ar-
chitectures [10] [4]. Research has shown that logic elements
can be built from QCA. However for a full computer, we
must also store data. Previous QCA memory designs have
focused on functionality, not optimization, and have resulted
in bulky and slow designs.
QCA is so fundamentally different than CMOS that

simply scaling and translating CMOS designs for memory
and logic has proven inefficient. To achieve high densi-
ties and performance, QCA systems must adopt new de-
sign paradigms which embrace and take advantage of the
“processing-in-wire” [11] nature of this technology. In sec-
tion 3.1, we explore several of these issues and how they
apply to the design of efficient memory structures. The ex-
ploration of these issues lead to the construction of the H-
memory structure. A comparison of this structure (in sec-
tion 4) shows that it surpasses other QCA memories and
promises significant improvements over end-of-the-line tran-
sistor memory technology. Additionally, the nature of the
H-memory design takes full advantage of the processing-in-
wire aspect of QCA, allowing exciting possibilities for opti-
mization, use as a cache, and integration with logic elements.
We explore these possibilities in section 5.

2. Present Memory Structures
In current CMOS memory, one bit memory cells are ar-

ranged in a two dimensional grid structure. Incoming ad-
dresses are decoded to generate a two dimensional select sig-
nal, one dimension of which selects a row of the memory
grid and one which selects a column or set of columns. The
memory cells which are at the intersection of these two select
signals is activated. In the case of a read, the cell will send
the value of its state to the memory output; in the case of a
write, the cell will change its stored value to that determined
by a input to the memory. The internal structure of a mem-
ory cell is either two interlocking invertors or a capacitor.
Several memory grids can be combined to to create words of
arbitrary length.
Several problems present themselves if we try to “trans-

late” this structure into QCA. The first problem is that of
density. The single bit cell inefficiently consumes 4 clock-
ing zones. Additionally, control becomes an issue. A CMOS
memory relies upon setting the the row and column select
signals in a negligible amount of time. In QCA, generating
and propagating these signals is complex and in the multiple
clock cycle range.
Clearly, QCA memory designs must circumvent the lim-

itations of a grid design and single bit cell. The density
of QCA memory can be increased by storing multiple bits
within each memory cell. A spiral pattern allows multiple
clock zones to be “shared” by QCA cells. A pure spiral is
appropriate for small words, larger words could utilize differ-
ent configuratoins, such as a series of smaller spirals. Control
signals generated at the “edge” of a memory structure are not
able to propagate to the memory cell in time. To take advan-
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Figure 1. (a) QCA cells represent state by electron configuration. (b) Coulombic Interaction between
neighboring cells propagates state. (c) A QCA majority gate
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regions within the molecule as sites for electrons, molecular
QCA holds the promise of densities upwards of 1013 devices
per cm2. Clock speeds for these cells could be in the 1 to
10 Terahertz range at room temperature. Power consumption
should be far less than end-of-line high performance transis-
tors.
Design and demonstration of a variety of basic logic struc-

tures in QCA [14], combinedwith the lure of higher densities
and speeds, has prompted research into larger scale QCA ar-
chitectures [10] [4]. Research has shown that logic elements
can be built from QCA. However for a full computer, we
must also store data. Previous QCA memory designs have
focused on functionality, not optimization, and have resulted
in bulky and slow designs.
QCA is so fundamentally different than CMOS that

simply scaling and translating CMOS designs for memory
and logic has proven inefficient. To achieve high densi-
ties and performance, QCA systems must adopt new de-
sign paradigms which embrace and take advantage of the
“processing-in-wire” [11] nature of this technology. In sec-
tion 3.1, we explore several of these issues and how they
apply to the design of efficient memory structures. The ex-
ploration of these issues lead to the construction of the H-
memory structure. A comparison of this structure (in sec-
tion 4) shows that it surpasses other QCA memories and
promises significant improvements over end-of-the-line tran-
sistor memory technology. Additionally, the nature of the
H-memory design takes full advantage of the processing-in-
wire aspect of QCA, allowing exciting possibilities for opti-
mization, use as a cache, and integration with logic elements.
We explore these possibilities in section 5.

2. Present Memory Structures
In current CMOS memory, one bit memory cells are ar-

ranged in a two dimensional grid structure. Incoming ad-
dresses are decoded to generate a two dimensional select sig-
nal, one dimension of which selects a row of the memory
grid and one which selects a column or set of columns. The
memory cells which are at the intersection of these two select
signals is activated. In the case of a read, the cell will send
the value of its state to the memory output; in the case of a
write, the cell will change its stored value to that determined
by a input to the memory. The internal structure of a mem-
ory cell is either two interlocking invertors or a capacitor.
Several memory grids can be combined to to create words of
arbitrary length.
Several problems present themselves if we try to “trans-

late” this structure into QCA. The first problem is that of
density. The single bit cell inefficiently consumes 4 clock-
ing zones. Additionally, control becomes an issue. A CMOS
memory relies upon setting the the row and column select
signals in a negligible amount of time. In QCA, generating
and propagating these signals is complex and in the multiple
clock cycle range.
Clearly, QCA memory designs must circumvent the lim-

itations of a grid design and single bit cell. The density
of QCA memory can be increased by storing multiple bits
within each memory cell. A spiral pattern allows multiple
clock zones to be “shared” by QCA cells. A pure spiral is
appropriate for small words, larger words could utilize differ-
ent configuratoins, such as a series of smaller spirals. Control
signals generated at the “edge” of a memory structure are not
able to propagate to the memory cell in time. To take advan-
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Majority Gate 

Figure 7.6. a) Three-input Majority Gate, b) Inverter, c) AND gate d) OR gate

strategies: Landauer (aka computational wave), Retractile Cascade (aka Bennett),

Bi-directional Shift, and Uni-directional Bennett clocking.

Before discussing the particular clocking strategies, it is useful to discuss the

types of clocking approaches. There are two broad issues to be briefly discussed.

The first is in regards to the broadest notion of floorplanning. The second is in

regards to how the clocking wires are used.

Historically, clocking floorplans for QCA have used one of two general approaches:

zone regions and columnar regions. The zone clocking regions approach assumes

that precise regions can be defined in both the x and y directions (figure 7.7). In

other words, small square or rectangular shapes can be used in creating clocking

floorplans. The columnar approach, on the other hand, assumes precise definition
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NOT Gate 

Figure 7.6. a) Three-input Majority Gate, b) Inverter, c) AND gate d) OR gate
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Figure 7.6. a) Three-input Majority Gate, b) Inverter, c) AND gate d) OR gate

strategies: Landauer (aka computational wave), Retractile Cascade (aka Bennett),

Bi-directional Shift, and Uni-directional Bennett clocking.

Before discussing the particular clocking strategies, it is useful to discuss the

types of clocking approaches. There are two broad issues to be briefly discussed.
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regards to how the clocking wires are used.
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Fault Tolerance 
(a) and a three cell wide bent wire in (b). Two areas of the circuit are designated

as defect free. The first area is the input cell up to and including the first full

column of cells. The second area is the last two rows/columns (bent/straight) of

cells which is the output region. Cells not in the defect-free regions of the circuit

are known as possible defective cells. Defect free regions are used to ensure that

the wire is given the proper input to start with and that the full output can be

seen. These studies have not been designed to test defects in the input/output

component of the system since physical mechanisms for these regions are still

undefined. Introducing defects into these regions is an area for future work.

Input Cell

Defect Free Regions

Output Cells

(a) A 3-wide straight wire.

Defect Free Regions

Input Cell

Output CellsOutput Cells

(b) A 3-wide bent wire.

Figure 5.1. Straight and bent three cell wide QCA wires.

The tool built for this study uses the two-state coherence vector simulation

engine included with QCADesigner [3]. This engine is based on the work in

[16, 60]. This tool operates by first simulating the defect-free circuit under test

49

Dysart, 2009 

e−

A)

B)

C)

D)

Figure 2.11. A. Missing cell defect. B. Displacement defect. C. Rotation
defect. D. Stray charge defect.

implications of this fault at the circuit level have yet to be explored.

2.3.2 QCA Component Reliability Enhancement

To date, much of the work on increasing the robustness of QCA components

has investigated ESQCA majority gates and wires. There does not appear to

be any literature presented to date that investigates improving the robustness of

MQCA components.

Fijany and Toomarian [34] centered their efforts on detailing how the basic

QCA majority gate can be modified into a “block majority gate” where multiple

QCA cells are arranged in a rectangle and operate as a single gate. The block

majority gate is found to be more resistant to defects like cell misalignment, cell

rotation, and missing cells. This work also demonstrated that thick input wires

may also be beneficial to the operation of a block majority gate. However, this

work did not 1) identify an ideal block majority gate size, 2) provide any guidance

37

Dysart, 2005 

•  Missing cell defect 
•  Displacement defect 
•  Rotation defect 
•  Stray charge defect 
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Clocked QCA 
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Figure 1. (a) QCA cells represent state by electron configuration. (b) Coulombic Interaction between
neighboring cells propagates state. (c) A QCA majority gate
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regions within the molecule as sites for electrons, molecular
QCA holds the promise of densities upwards of 1013 devices
per cm2. Clock speeds for these cells could be in the 1 to
10 Terahertz range at room temperature. Power consumption
should be far less than end-of-line high performance transis-
tors.
Design and demonstration of a variety of basic logic struc-

tures in QCA [14], combinedwith the lure of higher densities
and speeds, has prompted research into larger scale QCA ar-
chitectures [10] [4]. Research has shown that logic elements
can be built from QCA. However for a full computer, we
must also store data. Previous QCA memory designs have
focused on functionality, not optimization, and have resulted
in bulky and slow designs.
QCA is so fundamentally different than CMOS that

simply scaling and translating CMOS designs for memory
and logic has proven inefficient. To achieve high densi-
ties and performance, QCA systems must adopt new de-
sign paradigms which embrace and take advantage of the
“processing-in-wire” [11] nature of this technology. In sec-
tion 3.1, we explore several of these issues and how they
apply to the design of efficient memory structures. The ex-
ploration of these issues lead to the construction of the H-
memory structure. A comparison of this structure (in sec-
tion 4) shows that it surpasses other QCA memories and
promises significant improvements over end-of-the-line tran-
sistor memory technology. Additionally, the nature of the
H-memory design takes full advantage of the processing-in-
wire aspect of QCA, allowing exciting possibilities for opti-
mization, use as a cache, and integration with logic elements.
We explore these possibilities in section 5.

2. Present Memory Structures
In current CMOS memory, one bit memory cells are ar-

ranged in a two dimensional grid structure. Incoming ad-
dresses are decoded to generate a two dimensional select sig-
nal, one dimension of which selects a row of the memory
grid and one which selects a column or set of columns. The
memory cells which are at the intersection of these two select
signals is activated. In the case of a read, the cell will send
the value of its state to the memory output; in the case of a
write, the cell will change its stored value to that determined
by a input to the memory. The internal structure of a mem-
ory cell is either two interlocking invertors or a capacitor.
Several memory grids can be combined to to create words of
arbitrary length.
Several problems present themselves if we try to “trans-

late” this structure into QCA. The first problem is that of
density. The single bit cell inefficiently consumes 4 clock-
ing zones. Additionally, control becomes an issue. A CMOS
memory relies upon setting the the row and column select
signals in a negligible amount of time. In QCA, generating
and propagating these signals is complex and in the multiple
clock cycle range.
Clearly, QCA memory designs must circumvent the lim-

itations of a grid design and single bit cell. The density
of QCA memory can be increased by storing multiple bits
within each memory cell. A spiral pattern allows multiple
clock zones to be “shared” by QCA cells. A pure spiral is
appropriate for small words, larger words could utilize differ-
ent configuratoins, such as a series of smaller spirals. Control
signals generated at the “edge” of a memory structure are not
able to propagate to the memory cell in time. To take advan-
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Clocked QCA 

Non-molecular single-electron implementations of QCA 
have been created which act as prototypes for the molecular 
realization. Functioning me ta l -do t  QCA cells have been 
fabricated as well as several devices and more complex 
circuits [15-26]. In these experiments aluminum islands act 
as the dots, and  they  a re  coupled by aluminum oxide 
tunnel junctions. The evaporation technique used produces 
capacitances   that   are   still   relatively   large, so these   
experiments needed to be performed at millikelvin 
temperatures. Key experimental milestones in metal-dot 
QCA include: transmission of a signal down a QCA wire; 

operation of the first QCA logic element, a three-input 
majority gate; fabrication of a clocked QCA cell (Figure 3); 

operation of a clocked cell as a single-bit memory; 

measurement of power gain in QCA; and demonstration of 
fan-out in a clocked QCA shift register. The major drawback 
of these prototypes is the limitation of cryogenic operation, 
whereas molecular implementations would operate at room 
temperature. In the molecular version, evaporated metal islands 
are replaced by individual metal atoms in a molecule.   

QCA has also been implemented in semiconductors. QCA 
functionality has been demonstrate in GaAs dots formed by a 
depletion top-gate structure [27] and in silicon nanostructures 
[28]. The Wolkow group has shown room temperature QCA 
operation in silicon dots formed by single dangling bonds at 
molecular-scale sizes [29]. Because of their small size, these 
cells function at room temperature. 

III. DESIGNING MOLECULES 

The role of the “dot” in molecular QCA is played by a 
redox center in a molecule. QCA molecules have more 
than one redox center arranged in the proper geometry—

either double-dots, triple dots (for clocking) or squares. If 
each redox center is chemically equivalent, then the 
configuration of charge among the centers is determined by the 
external local electric field. In a  functioning QCA molecule, 
this “driver field” would be due to either the charge 
configuration of a neighboring molecule or that on a nearby 
conductor providing input at the edge of the array.  An 
important focus here is on the way specific molecules 
respond to the symmetry-breaking driver field. 

Mixed valence complexes are compounds which contain 
more than one redox center and exhibit electron transfer 
between different redox centers. Starting with the pioneering 
work of Creutz and Taube [30], the study of these multiple 
redox center compounds opened the new field of the 
chemistry and physics of mixed valence complexes. A large 
variety of mixed valence complexes have been synthesized 
and their properties are well studied. Comprehensive reviews 
have been written by Creutz [31], Crutchley [32], Meyer et 
al [33] and Ceccon et al [34]. 

A. Charge localization 
An important aspect of mixed-valence molecules is the 

extent to which charge is localized on one redox center or 
another. If we take a two-dot molecule as paradigmatic, we can 
describe the mobile charge as being on the right or left dot, 
with switching accomplished by tunneling through the barrier 
formed by the linking group. A reduced 2×2 Hamiltonian can 
then describe the system, with off-diagonal elements Hab 

specifying the effective hopping matrix elements between the 
two sites. If the nuclear positions in the molecule were 
completely fixed, the system would be isomorphic to the 
familiar double well potential. In the absence of an applied 
field, the symmetric ground state and antisymmetric first 
excited state split in energy by 2Hab.  A neighboring polarized 
molecule will shift the on-site energies of the two dots by an 
energy ∆ determined by electrostatics and geometry. If this 
driving energy ∆ is considerably more than this splitting, the 
charge will be effectively localized on one side or the other by 
the applied field. Thus the first criterion for QCA molecular 
operation is simply that the coupling energy Hab is sufficiently 
small compared to ∆ to support this localization. The tunneling 
energy also sets the time scale for charge transfer in the 
molecule. The charge transfer time in molecules can be tuned 
by selecting different linking groups. Fortunately, there is a 
very large design space: across mixed-valence chemistry the 
electron transfer time varies by 20 orders of magnitude [35]. It 
is relatively easy to achieve good localization and still have 
switching speed in the THz range.  

 
Fig. 2. Clocking of molecular devices. (a) Schematic of buried clocking 
electrodes switching the activity of surface-deposited molecules. A shift 
register is shown (one molecule wide for clarity).  (b) Snapshots of a 
strip of digital molecules which encodes information in molecular 
charge configurations. Bits are moving left to right.  

Vin
+

Vin
-

VCLK1 VCLK2

  
Fig. 3. Clocked metal-dot QCA cells.  Lent, 2016.  
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Clocked QCA 

Non-molecular single-electron implementations of QCA 
have been created which act as prototypes for the molecular 
realization. Functioning me ta l -do t  QCA cells have been 
fabricated as well as several devices and more complex 
circuits [15-26]. In these experiments aluminum islands act 
as the dots, and  they  a re  coupled by aluminum oxide 
tunnel junctions. The evaporation technique used produces 
capacitances   that   are   still   relatively   large, so these   
experiments needed to be performed at millikelvin 
temperatures. Key experimental milestones in metal-dot 
QCA include: transmission of a signal down a QCA wire; 

operation of the first QCA logic element, a three-input 
majority gate; fabrication of a clocked QCA cell (Figure 3); 

operation of a clocked cell as a single-bit memory; 

measurement of power gain in QCA; and demonstration of 
fan-out in a clocked QCA shift register. The major drawback 
of these prototypes is the limitation of cryogenic operation, 
whereas molecular implementations would operate at room 
temperature. In the molecular version, evaporated metal islands 
are replaced by individual metal atoms in a molecule.   

QCA has also been implemented in semiconductors. QCA 
functionality has been demonstrate in GaAs dots formed by a 
depletion top-gate structure [27] and in silicon nanostructures 
[28]. The Wolkow group has shown room temperature QCA 
operation in silicon dots formed by single dangling bonds at 
molecular-scale sizes [29]. Because of their small size, these 
cells function at room temperature. 

III. DESIGNING MOLECULES 

The role of the “dot” in molecular QCA is played by a 
redox center in a molecule. QCA molecules have more 
than one redox center arranged in the proper geometry—

either double-dots, triple dots (for clocking) or squares. If 
each redox center is chemically equivalent, then the 
configuration of charge among the centers is determined by the 
external local electric field. In a  functioning QCA molecule, 
this “driver field” would be due to either the charge 
configuration of a neighboring molecule or that on a nearby 
conductor providing input at the edge of the array.  An 
important focus here is on the way specific molecules 
respond to the symmetry-breaking driver field. 

Mixed valence complexes are compounds which contain 
more than one redox center and exhibit electron transfer 
between different redox centers. Starting with the pioneering 
work of Creutz and Taube [30], the study of these multiple 
redox center compounds opened the new field of the 
chemistry and physics of mixed valence complexes. A large 
variety of mixed valence complexes have been synthesized 
and their properties are well studied. Comprehensive reviews 
have been written by Creutz [31], Crutchley [32], Meyer et 
al [33] and Ceccon et al [34]. 

A. Charge localization 
An important aspect of mixed-valence molecules is the 

extent to which charge is localized on one redox center or 
another. If we take a two-dot molecule as paradigmatic, we can 
describe the mobile charge as being on the right or left dot, 
with switching accomplished by tunneling through the barrier 
formed by the linking group. A reduced 2×2 Hamiltonian can 
then describe the system, with off-diagonal elements Hab 

specifying the effective hopping matrix elements between the 
two sites. If the nuclear positions in the molecule were 
completely fixed, the system would be isomorphic to the 
familiar double well potential. In the absence of an applied 
field, the symmetric ground state and antisymmetric first 
excited state split in energy by 2Hab.  A neighboring polarized 
molecule will shift the on-site energies of the two dots by an 
energy ∆ determined by electrostatics and geometry. If this 
driving energy ∆ is considerably more than this splitting, the 
charge will be effectively localized on one side or the other by 
the applied field. Thus the first criterion for QCA molecular 
operation is simply that the coupling energy Hab is sufficiently 
small compared to ∆ to support this localization. The tunneling 
energy also sets the time scale for charge transfer in the 
molecule. The charge transfer time in molecules can be tuned 
by selecting different linking groups. Fortunately, there is a 
very large design space: across mixed-valence chemistry the 
electron transfer time varies by 20 orders of magnitude [35]. It 
is relatively easy to achieve good localization and still have 
switching speed in the THz range.  

 
Fig. 2. Clocking of molecular devices. (a) Schematic of buried clocking 
electrodes switching the activity of surface-deposited molecules. A shift 
register is shown (one molecule wide for clarity).  (b) Snapshots of a 
strip of digital molecules which encodes information in molecular 
charge configurations. Bits are moving left to right.  

Vin
+

Vin
-

VCLK1 VCLK2

  
Fig. 3. Clocked metal-dot QCA cells.  Lent, et.al, "Molecular Cellular Networks: A Non von Neumann Architecture for Molecular Electronics,” 

2016 IEEE International Conference on Rebooting Computing (ICRC), 2016.  
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features in the 7500 to 35000 cmˇ1 range, while FcC2B9
ˇ (2b)

notably lacks features in this range. The first feature in the
Fc+C2B9

ˇ (3b) simulated spectrum is comprised of two
convoluted excitations at 15757 and 20 852 cmˇ1. The TD-
DFTresults indicate that this is primarily a convolution of two
excited states: a b-HOMO to b-LUMO electron transfer at
15757 cmˇ1, and an a-HOMO to a-LUMO electron transfer
at 20852 cmˇ1. These orbitals are depicted in Figure 6. Both
b-HOMO and a-HOMO orbitals are located on the carbor-
ane cage and both b-LUMO and a-LUMO orbitals are
located on the ferrocenium. This supports a carborane to
ferrocenium charge transfer assignment of the 11 502 cmˇ1

feature in the experimental spectra (Figure 3).
A critical requirement for the successful implementation

of molecular QCA is the ability to appropriately order
molecules on surfaces.[27] As a first step in the process, we
were successful in imaging a partial monolayer of Fc+FcC2B9

ˇ

(3a) using scanning tunneling microscopy (Figure 7). A single
molecule consists of a large bright feature with two dimmer
lobes, corresponding to the carborane cage and the two
organometallic moieties, respectively. Moreover, Fc+FcC2B9

ˇ

(3a) is seen to zig–zag in rows, where each row has a bright

carborane pointed inward and the ferrocenes pointed out-
ward. These data indicate that not only is Fc+FcC2B9

ˇ (3 a)
readily imaged at the molecular level, but that it orders in
a manner where Coulomb interactions between neighbors
may be achievable.

We have demonstrated that a nido-carborane can be
employed as both an internalized counteranion in the
preparation of neutral mixed-valence compounds, and as
a useful bridging moiety to enable electronic communication
between metal centers. The FeII to FeIII electron transfer in
Fc+FcC2B9

ˇ (3a) is through a bridge-assisted mechanism
involving an all-neutral null state.[28] The ability to form a null
state within the molecule is essential for a viable QCA device.
These characteristics, along with the surface ordering seen by
STM, make Fc+FcC2B9

ˇ (3a) a very attractive candidate for
QCA, and further studies are currently in progress.
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Figure 4. Bridge-mediated charge-transfer mechanism for the molecu-
lar switch Fc+FcC2B9

ˇ (3a), highlighting the all-neutral null state
intermediate.

Figure 5. Calculated optically induced electronic transitions fit to
a series of convoluted Gaussians for FcC2B9

ˇ (2b) and Fc+C2B9
ˇ (3b).

Figure 6. HOMO and LUMO orbitals relating to the cage to ferroce-
nium charge transfer for Fc+C2B9

ˇ (3b).

Figure 7. a) 147 î 113 ä STM image of Fc+FcC2B9
ˇ (3a) scanned at

a bias voltage of ˇ1 V and 10 pA. Image was low-pass filtered to
remove high frequency noise. b) Cropped and expanded 40 î 44 ä
image with overlaid crystal structure data of 3a.
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FIG. 3. Chemical structure of the mixed-valence diferrocenylacetylene
(DFA) molecule. The two linked ferrocenyl groups provide a pair of charge
localization sites separated by a = 6.8 Å.

treatment is necessary to capture tunneling and energy dissi-
pation.

II. MODEL

The physical systems of interest are mixed-valence
molecules with two charge localization centers, such as
DFA (Figure 3), which has been synthesized, measured,
and studied30 for possible application in QCA. It is
comprised of an electronic subsystem coupled to nuclear
vibrational modes within the molecule. The electronic
subsystem comprises of the information-bearing part of
the QCA system, and the vibrational subsystem couples to
the thermal environment, allowing excess energy from the
electronic system to dissipate to the substrate. In addition, the
electronic system is coupled to an external, time-dependent
field. Figure 4 schematically represents this physical
system and shows the coupling between each of the sub-
systems.

In the fully quantum treatment of this system, a two-state
system is used to model the electronic subsystem, and a
quantum harmonic oscillator is used to model the vibrational
system. The electronic and vibrational subsystems are bi-
linearly coupled. Instead of explicitly modeling the degrees-
of-freedom of the environment, we include the environmental
e↵ects phenomenologically through the Lindblad equation.
The following discussion explains the modeling of each
subsystem and their coupling.

FIG. 4. Overview of the physical system of interest. A two-level elec-
tronic system is indirectly coupled to the environment via nuclear vibra-
tional degrees-of-freedom. The electronic system is also coupled to a time-
dependent external driver.

A. Electronic subsystem

The electronic subsystem is modeled as a mobile electron
tunneling between two metal sites (or “dots”) in a mixed
valence molecule separated by a distance a. This is shown
in Figure 5. The sites are labeled 0 and 1 and are also
designated left and right (L and R, respectively). The two fully
localized electronic states shown here are denoted |0i and |1i,
having polarizations P = �1 and P = +1, respectively. These
states are assumed to be energetically degenerate and they
provide a complete diabatic basis, {|0i, |1i}, for the electronic
subsystem. Intramolecular ET enables device switching in
QCA. A two-center, mixed-valence molecule functions as a
two-dot QCA cell, so the terms “cell” and “molecule” are
used interchangeably.

It is helpful to introduce the Pauli operators
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where â†
L(R) and â

L(R) are the electron creation and annihilation
operators on the left (right) dot. The Hamiltonian operator Ĥ

e

for the electronic system, then, is

Ĥ
e

= ���̂
x

+
�

2
�̂

z

. (2)

Here, � is the electronic coupling, which is often denoted as
H

AB

in the quantum chemistry literature, and can be obtained
from calculations or experiment.

The bias � is the energy di↵erence between the electron
completely localized in diabatic states |1i and |0i,

� = h1|Ĥ
e

|1i � h0|Ĥ
e

|0i. (3)

In the absence of an external field, the bias is zero because
the two electronic states are degenerate by the symmetry
of the DFA molecule. Other mixed-valence molecules, for
example, with di↵erent metal centers or di↵erent ligands on
the left and right sides of the molecule, would have a non-zero
intramolecular bias �. An externally applied field or the field
produced by neighboring molecules could also introduce a
non-zero bias. For a driven ET process, �(t) is a time-varying
function.

FIG. 5. Schematic representation of the electronic subsystem in the context
of molecular QCA. Each metal site or “dot” is represented by a black circle,
and a black line connects the pair, indicating a tunneling path and identifying
the two dots as one molecule. One mobile electron is represented as a red
disc. Dots are labeled “L” (left) and “R” (right), and numbered 0 and 1,
respectively, with an inter-dot distance a. By symmetry, the electronic states
are assumed to be degenerate in energy, and they have polarizations P =±1.
The two states provide a complete quantum mechanical basis, {|0i, |1i}, for
the electronic subsystem.

 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  129.74.250.206 On: Mon, 01
Aug 2016 20:34:40
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octahedral coordination geometry. The Ru-CtC-C5H4
bond angles are nearly linear, and the Ru-P distances (av
2.340(1) Å) fall in the normal range. The Ru-C(37) distance
(2.019(9) Å) is comparable to that in complexes where Ru
is σ bonded to ethynylic functions (e.g., 2.02(1) Å in (η5-
C5H5)(PPh3)2Ru(CCC(OCOCF3)CMe2,17 2.016(3) Å in (η5-
C5H5)(PPh3)2RuCCPh,18 and 2.017(9) Å in (η5-C5H5)(PPh3)2-
Ru(CCPh‚CuCl)19), but it is a little shorter than the Ru-C
distance found in a bis(acetylide) ferrocene complex (Ru-
(dppm)2{CtC(C5H4)Fe(C5H5)}2) (2.072(4) Å). The C(36)-
C(37) distance (1.194(10) Å) falls in the normal range for
CtC bond lengths in metal acetylide complexes (1.18-1.24
Å).20 The C(31)-C(36) distance (1.440(9) Å) corresponds
to a single bond.
The Cl and CtC(C5H4)Fe(C5H5) moieties in 1a are also

disordered about the Ru center, each with 50% occupancy
as in 1. In addition one of the cyclopentadienyl rings was
found to be 2-fold disordered in 1a. A larger deviation from
linearity for C(41)-C(42)-C(43) (165.9(5)°), compared to
1, is observed. The Ru-P distance (av 2.361(2) Å) is slightly
longer than those found in the neutral 1 (av 2.340(1) Å).
However, it is known that the Ru-P bond in cationic Ru
complexes is slightly longer (by 0.02-0.04 Å) than that in
neutral Ru complexes.21,22 The Ru-Cl distance (2.436(2) Å)

is slightly shorter than that in the neutral 1 (2.485(2) Å).
The Ru-C(41) distance (1.876(9) Å) is shorter but compa-
rable to some observed RudC distances (1.863 Å in [η5-
C5H5)(PPh3)2Ru(CCMePh)][PF6]23 and 1.884 Å in [η5-
C5H5)(PMe3)2Ru(CCCPh2)][PF6]).24 Not much change is
observed in the CtC distance (C(41)-C(42) (1.196(9) Å).
The C(43A)-C(42) (1.518(3) Å) and C(43)-C(42) (1.602-
(7) Å) distances are longer than that in 1 (C(31)-C(36),
1.440(9) Å); however, the significance of the difference is
questionable considering the disorder of the Cp ring. While
the observed structural differences do not allow definitive
assignment of hole location, they might be used to support
Ru(III) in the solid state.25 However, the definitive X-ray
photoelectron spectroscopic (XPS) experiments (see below)
support hole localization at Fe, not Ru. Localization at Fe is
confirmed by the solution electrochemical experiments.
In terms of geometric structure, the substitution of Cl of

1 by a nitrile group in going to 3 results in little change
despite the positive charge. The distances Ru(1)-C(1)
(2.023(2) Å), Ru(1)-P (av 2.360(4) Å), C(2)-C(3) (1.433-
(2) Å), and C(1)-C(2) (1.217(2) Å) are comparable to those

(17) Lomprey, J. R.; Selegue, J. P. Organometallics 1993, 12, 616.
(18) Wisner, J. M.; Bartczak, T. J.; Ibers, J. A. Inorg. Chim. Acta 1985,

100, 115.
(19) Raghavan, N. V.; Davis, R. E. J. Cryst. Mol. Struct. 1976, 6, 73.
(20) Nast, R. Coord. Chem. ReV. 1982, 47, 89.
(21) Bruce, M. I.; Wong, F. S.; Skelton, B. W.; White, A. H. J. Chem.

Soc., Dalton Trans. 1982, 2203.

(22) Consiglio, G.; Morandini, F.; Sironi, A. J. Organomet. Chem. 1986,
306, C45. Consiglio, G.; Morandini, F.; Ciani, G. F.; Sironi, A.
Organometallics 1986, 5, 1976.

(23) Bruce, M. I. Pure Appl. Chem. 1986, 58, 553.
(24) Selegue, J. P. Organometallics 1982, 1, 217.
(25) Robin, M. B.; Day, P. AdV. Inorg. Chem. Radiochem. 1967, 10, 247.

Figure 2. Structure of the cation of [trans-RuCl(dppm)2(CtCFc)][BF4]
(1a) with 50% thermal ellipsoids (disordered atoms and hydrogen atoms
not shown).

Figure 3. Structure of the cation of [trans-Ru(dppm)2(CtCFc)(NtCCH2-
CH2NH2)][PF6] (3) with 50% thermal ellipsoids (hydrogens omitted).

Table 1. Selected Bond Lengths and Bond Angles for
trans-RuCl(dppm)2(CtCFc) (1), [trans-RuCl(dppm)2(CtCFc)] [BF4]
(1a), and [trans-Ru(dppm)2(CtCFc)(NtCCH2CH2NH2)][PF6] (3)

(1) RuCl(dppm)2(CtCFc) (1)
Ru(1)-C(37) 2.019(9) Ru(1)-P(2) 2.335(1)
Ru(1)-P(1) 2.344(1) Ru(1)-Cl(1) 2.485(2)
C(31)-C(36) 1.440(9) C(36)-C(37) 1.194(10)
Fe(1)-C(31) 2.073(9) Fe(1)-C(41) 2.044(9)
Fe(1)-C(34) 2.016(11) Fe(1)-C(33) 2.023(8)
Fe(1)-C(45) 2.030(10) Fe(1)-C(43) 2.030(12)
Fe(1)-C(32) 2.036(11) Fe(1)-C(42) 2.040(7)
Fe(1)-C(35) 2.043(7) Fe(1)-C(44) 2.052(9)
Fe(1)-Cp(1) 1.6441 Fe(1)-Cp(2) 1.6474

C(37)-Ru(1)-P(2) 94.2(3) C(37)-Ru(1)-P(1) 100.9(3)
C(37)-Ru(1)-Cl(1) 177.0(4) P(2)-Ru(1)-Cl(1) 84.97(7)
P(1)-Ru(1)-Cl(1) 81.56(7) C(37)-C(36)-C(31) 175.3(7)
C(36)-C(37)-Ru(1) 172.2(9)

(2) [RuCl(dppm)2(CtCFc)][BF4] (1a)
Ru(1)-C(41) 1.876(9) Ru(1)-P(2) 2.357(1)
Ru(1)-P(1) 2.365(1) Ru(1)-Cl(1) 2.436(2)
C(43A)-C(42) 1.518(3) C(41)-C(42) 1.196(9)
C(43)-C(42) 1.602(7)
Fe(1)-Cp(1) 1.7522 Fe(1)-Cp(1A) 1.6948
Fe(1)-Cp(2) 1.6796

C(41)-Ru(1)-P(2) 94.4(3) C(41)-Ru(1)-P(1) 94.7(3)
C(41)-Ru(1)-Cl(1) 176.3(3) P(2)-Ru(1)-Cl(1) 82.67(6)
P(1)-Ru(1)-Cl(1) 82.29(5) C(41)-C(42)-C(43) 165.9(5)
C(42)-C(41)-Ru(1) 176.7(8)

(3) [Ru(dppm)2(CtCFc)(NtCCH2CH2NH2)][PF6] (3)
Ru(1)-C(1) 2.023 (2) Ru(1)-N(1) 2.075(2)
[Ru(1)-P] av 2.360(4) C(1)-C(2) 1.217(2)
C(2)-C(3) 1.433(2) N(1)-C(13) 1.146(2)
N(2)-C(15) 1.453(2) C(13)-C(14) 1.466(2)
C(14)-C(15) 1.542(2)

C(1)-Ru(1)-N(1) 174.32(5) C(2)-C(1)-Ru(1) 177.66(14)
C(13)-N(1)-Ru(1) 171.69(12) C(1)-C(2)-C(3) 179.17(18)
N(1)-C(13)-C(14) 178.79(17)

Li et al.

5710 Inorganic Chemistry, Vol. 42, No. 18, 2003

Li, 2003 

Christie, 2015 
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Architecture: Proofs 
of Concept 

logically connected when placed adjacent to one another). Thus, the carry-out bit

will simply turn into the carry-in bit for the next bit slice over. The solution is the

same for a QCA circuit. Two bit slices of the QCA Simple 12 ALU that are linked

together are shown in Figure 4.7.

Interconnect Clocking Zone

Interconnect Clocking ZoneAccumulator Accumulator

B-Mux B-MuxPC PC

Adder Adder

Logic Unit
Logic Unit

Intermediate...Logic Intermediate...Logic

Figure 4.7. A 2-bit QCA Simple 12 ALU with registers and interconnect.

Upon examining Figure 4.7, perhaps the most notable features of the design

are the wide clocking zones that precede the logic, adder, and intermediate signal

generation logic before each bit. These clocking zones seemingly incorporate many

of the design issues that were said to be undesirable in Chapter 3 and eliminated in

other designs in this chapter. For instance, the ”interconnect” clocking zones have

a different width from all of the other clocking zones in the design. Additionally,

there is a very large number of QCA cells within each ”interconnect” clocking zone.

Finally, wire lengths are extremely long in each of the ”interconnect” zones. So,

50

Traditional Processor 
(Niemier 2004) 

Data loop (32 bits) Router macroMem macro control

32 bits/mem macro

64 bits/mem macro

128 bits/mem macro

Figure 4.13. Memory macros and router macros shown in correct relative size for
three data loop capacities. As the number of bits stored per memory macro grows,
the size of the memory macro grows while the size of the router macro stays constant.

4.4.2 Effect of Brute Force Density Improvements on Latency

However, increasing the word length incurs a latency penalty as the worst case delay

for the beginning of a word in the memory macro to cycle around to the head of the

loop is the capacity of the loop.

synclat = wl (4.13)

In this equation, synclat is the worst case latency in clock cycles that could be paid

waiting for the beginning of the word stored in the memory macro to cycle around

to the head of the loop. In the worst case, this is wl, or the length of a data word. In

addition, for relatively small memories, the larger word size can have a significant

effect on the effectiveness of pipelining the accesses. For instance, if the path to

the memory is much shorter than the length of the word in terms of clock cycles,

there can be little effective pipelining. However, this is a minor consideration for

76

Bouncing Threads 
(Frost 2005) 

for future research. For the preliminary exploration, the pipeline stages in the

routers included: decode, execute, and pcinc (increment the program counter). The

instruction fetch stage is implemented in the memory macros. These pipeline stages

can be scattered and replicated throughout the memory (figure 5.7). The placement

of each type of router in the H-tree has a significant impact on the execution time

of the processes.

Mem

Mem

Mem

Mem

Mem

Mem Mem

Mem

Mem

Mem

MemMemMem

= Processing Logic
Mem

Mem = Memory Macro
rtr = Non−processing Router Macro

EX = Execute
PC = PC Inc
DE = Decode

rtr

rtr

rtr

rtr

rtr

rtr

rtrrtr

EX

PC

PC

DE

DEDE

DE

Mem

Mem

Figure 5.7. Sample processing router pipeline placement for bouncing threads exe-
cution model. Pipeline stages include iFetch (occurs at memory macros), program
counter increment, decode, and execute. In this example, the lowest level routers
are non-processing router macros. [21]

To execute programs, threads travel to a memory macro to pick up an instruction

and then proceed to routers with the appropriate pipeline stage to execute, traveling

to pick up data when necessary and then back to the necessary processing routers.

An alternative implementation of the bouncing threads execution model is to

place complete processing logic at each memory macro. This is a potentially less

efficient version that does not take full advantage of the processing-in-wire [46]

91

Traditional Memory 
(Frost 2005) 

(a) (b)

Figure 8. A 3x2 zone routing element (a) al-
lows flexible routing (b), at a reasonable size

Routing Element

Logic Element

FPGA Grid

Figure 9. Routingand logic elements combine
to form the FPGA

Figure 10. The sum logic for an all-NAND-
based adder.

logic gate. Upon examing Figure 11, there are places where
the pipelined paths through the squares/clocking zones are
not equal. However, as alluded to in Section 6, an addi-
tional benefit of programming by the clock is that multiple
adjacent routing elements can be joined into one clock zone,
allowing a signal to propagate over several routing elements

1 4 6

5 8 7

2 11 10 9

3

Figure 11. How the NAND gates would poten-
tially map into a QCA FPGA (sum-bit only).

in one cycle. If these times are coordinated correctly, input
signals will arrive at their respective logic gates simulat-
neously.

8. Conclusions and Future Work

To conclude, we have succeeded in designing the first
QCA-based FPGA. Most importantly, the circuit is simple
and regular and it, or its components, are potential candi-
dates for future experimental work. Additionally, we have
developed schemes to potentially implement switches in
QCA which broadly expands its base of useful applications.
We have also illustrated that even though this FPGA has
primitive logic blocks, it is possible to place, route, and pro-
gram more sophisticated circuits with it.

Now, admittingly, logical completeness is not the only
requirement for an FPGA. To be useful, it must also have the
ability to store state. The lack of a direct QCA equivalent
to a flip-flop makes this difficult (especially with primitive
logic blocks), however, it is possible to store state. Data can
be stored by creating a QCAwire loop. It should be possible
to construct such loops from routing elements, thus turning
extra network capacity into extra storage capacity. Again,
the design itself will remain simple with an eye toward im-
plementation issues.

Finally, the authors would like to acknowledge the Na-
tional Science Foundation, the Notre Dame Center for Na-
noelectronics, and especially Dr. Craig Lent.

FPGA 
(Niemier 2002) 



September 28, 2020 17 Copyright 2020 © Gem State Informatics Inc 

Clocking Floorplans 

J. Low Power Electron. Appl. 2018, 8, 31 10 of 13

Figure 11. A circular clocking track provides a data loop. Active domains circulate around the track and
may support QCA memories and compounding calculations. As shown in the left panel, the circular
track may be placed close to a straight track. When active domains from the two tracks merge, data can
be transferred from one track to another, or operations may be performed using data from both tracks
(right panel). The same four-phase clock as shown in Figure 7 is applied here.

3.4. The Molecular Cellular Network

The data loop can be extended by having several parallel horizontal tracks of alternating directions
(leftward and rightward propagating), along with several vertical tracks of alternating directions
(upward- and downward-propagating), forming a grid of clocking paths. Then, the circular clocking
tracks can be inserted into the grid and clocked in a direction consistent with the parallel tracks,
as shown in Figure 12. Here, intersections of the straight tracks are designed to have crossing active
domains coincide at the crossings so that data from the two separate tracks can be processed together
or transferred from one track to another. This is in contrast to the wire crossing of Section 3.2, where the
active domain from one track coincides with the null domain of the other track at the intersection to
prevent communication between the tracks. Additionally, the circulating active domains have access
to four separate straight tracks. This scheme, referred to as a molecular cellular network [36], supports
the routing of data and the flow of calculations in all directions throughout the network, as well as
feedback and memory. Memory and logic may be distributed throughout the entire grid, highlighting
the non-von-Neumann nature of this computational paradigm.

Figure 12. The molecular cellular network provides data and calculation flow in all directions,
and has circulation paths within each grid square. Here, data loops are embedded within a grid
of tracks (left panel). This layout provides a high degree of flexibility, as data and calculations
may be routed throughout the grid. The propagation of active domains is shown in the right panel
(gray-scale gradient).

Blair, 2018 
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Physically Reversible  
Computing with QCA 

• Adiabatic: Slow compared to switching speed 
• Time for electron to hop across a molecule = very short 
• Clock speeds compared to that switching speed = very fast  

• Pidaparthi and Lent: Exponential decrease in energy 
dissipation with adiabaticity (calculated) 
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Logically Reversible 
Computing with QCA 

Figure 6.2. The Palindrome data path has five special purpose registers: program
counter (PC), instruction register (IR), memory address register (MAR), memory
data register (MDR), and direction register (DIR). The black lines are the standard
lines showing the paths necessary for the machine to operate. The red dashed lines
are the additional lines needed for the machine to operate reversibly. Red dashed
lines exiting a register are returning to where the original control signal originated
from.
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Palindrome -  
Reversible at datapath/ISA level 

(Frost-Murphy, 2009) 

Figure 7.21. The clocking signals required within each latch, compute stage, and
uncompute stage to execute the pipeline reversibly. This figure shows how data
flows through six stages (vertically). Blue indicates the switch phase where values
are being assumed. Green indicates the hold phase where values are maintained.
Yellow indicates the release phase where the region is losing its values. Red indicates
the relax phase where the region has no value. Notice that sets of clocking signals
can be repeated in whole between stages (e.g. at time 16 between stages 1 and 4)
and across stages such as between the uncompute section of stage i and the compute
section of stage i+1.

7.5.1 Throughput

The initial delay (the time for the first input to reach the end of the pipeline) is

the time for an individual stage to be filled times the number of stages in the entire

pipeline. Using the delay information in table 7.5, the equation becomes:

tfill = (3Cn + 2D + L)S (7.1)

where n is the number of compute regions in one pipe stage (i.e. the number of

wires used to control the Bennett clocked region), C is the delay for one compute

section to switch from unlatched to latched, D is the time needed to allow the result

of the compute stage to drive the next stage’s latch, L is the time for the latch to
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Retractile Cascade in QCA 
(Frost-Murphy, 2006) 

 

level of logic with a stack at either end of the combinational logic and a shifting

mechanism to pop the top of one stack and push it onto the other stack (i.e. shift

left or shift right). I further developed this model and designed a simple ripple-carry

adder to demonstrate the proposed operation.

Figure 7.22. The regions of the collapsed Bennett layout include two stacks, a
logic or computational area, a shift area that allows data to be transferred between
the stacks, and an interface between the stacks and the logic and shift regions. The
shaded areas show what circuitry is included in each region. Within each shaded area
there are several clocking zones to implement the required computational movement.

A schematic of the components can be seen in figure 7.22. It consists of a left

stack, an area of combinational logic, a shifter unit, a shift-disable area, and a right

stack. In addition, the logic unit as a whole can be disabled by adjusting the clocking

signal across the area, and separately the shifter can be similarly disabled.

The collapsed Bennett model operates as follows:

1. Initial input begins at the top of the left stack

2. A cascade shaped Bennett clock moves across the logic section (starting at the
left, the clock goes high and stays high as the clock front travels to the right).
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Collapsed Bennett 
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