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Bottom Line Up Front:

Going from suppression to differential 
privacy is much easier than going from 
publishing all the microdata to 
differential privacy.
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Translation:

2020 Census data clients had accuracy 
expectations that modern privacy 
protection can’t support (2010 Census 
basically released all the microdata, 
although not intentionally).
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Forecast:

AI applications, particularly in industry, 
are going to face the same conundrum. 
Advertising executives are not going to 
like the privacy-protected models. 
(Conventional AI applications are 
inherently disclosive.)
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Major data products from the 2020 Census:
•Apportion the House of Representatives 

(April 26, 2021)

•Supply data to all state redistricting offices 
(August 12, 2021)

•Demographic and housing characteristics 
(May 2023)

•Detailed demographic and housing characteristics 
(Part A August 2023; Part B TBD; Supplemental DHC TBD)

•American Indian, Alaska Native, Native Hawaiian data 
(Included in Part A Detailed DHC; August 2023)

For the 2010 Census, this was more than 150 billion 
statistics from 15GB total data.
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Reconstructing the 2010 Census-I

• The 2010 Census collected information on the age, sex, race, ethnicity, and 
relationship (to householder) status for 308,745,538 million individuals.  (about 
1.5 billion confidential data points; Garfinkel et al. 2019)

• The 2010 Census data products released over 150 billion statistics

• Internal Census Bureau research confirms that the confidential 2010 Census 
microdata can be accurately reconstructed from the publicly released tabulations

• This means that all the tabulation variables for 100% of the person records on the 
confidential data file can be accurately reproduced from the published 
tabulations

• Based on Dinur and Nissim (2003) and Dwork and Yekhanin (2008)

• A violation of the 2010 Census contemporaneous disclosure avoidance standards 
for 2010 Census microdata files
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Reconstructing the 2010 Census-II
• A violation of the 2010 Census contemporaneous disclosure avoidance standards for 2010 Census 

microdata 
• The reconstructed microdata are not a sample; there is one record for every person enumerated in the 2010 Census, and 

the geographic identifier on that record is always correct (matches the geographic identifier on the confidential input 
file—the Hundred-percent Detail File, which was swapped)

• The reconstructed microdata have geography identifiers with an average population of 29 (50, if only occupied blocks are 
counted)

• The reconstructed microdata have U.S.-level demographic cells (race, ethnicity) with fewer than 10,000 persons

• The standards for releasing microdata from the 2010 Census required (McKenna, 2019)
• Sample (10% rate was used)
• Restrict geographic identifiers to areas with at least 100,000 persons (Public-use Microdata Areas)
• Collapse demographic categories until the national population in 1-way marginals contains at least 10,000 persons
• The standards for tabular data permitted universe files, block geography, and low-U.S. population demographic groups 

(McKenna, 2018) on the assumption that microdata reconstruction was infeasible

• These are the reason the Data Stewardship Executive Policy Committee instructed the 2020 Census not to 
use swapping as the main protection for 2020 Census products from the reconstruction evidence alone: 
swapping plus aggregation did not protect the 2010 Census confidential microdata properly
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Reconstructing the 2010 Census:
What did we find?

• Block, sex, age (exact/binned in 38 categories), race (OMB 63 categories), and ethnicity were reconstructed:
• Exactly for 91.8% of the population
• Exactly 74.0% in the smallest population blocks, but 93.0% in blocks with 10-49 people and 93.1% in blocks with 

50-99 people
• An external user can confirm that these solutions correspond to the exact record in the confidential data for 65% 

of all blocks using only the published data because there is provably one and only one reconstruction possible in 
these blocks. That user can identify population uniques on any combination of reconstructed variables.
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This is one of the principal failures of the 2010 tabular 
disclosure avoidance methodology — swapping 
provided protection for households deemed “at risk,” 
primarily those in blocks with small populations, 
whereas for the for the entire 2010 Census 57% of the 
persons are population uniques on the basis of block, 
sex, age (in years), race (OMB 63 categories), and 
ethnicity. Furthermore, 44% are population uniques on 
block, age and sex. Aggregation provided no additional 
protection for most blocks.
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• This is not a statistical use, and both the Census Act (13 U.S. Code §§ 8(b) & 9) and 
CIPSEA (44 U.S. Code § 3561(11) ‘Statistical Purpose’) clearly prohibit releasing data that 
support not-statistical uses.
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All 2020 Census Publications
•Will all be processed by a collection of differentially private algorithms 

(Dwork et al. 2006a, 2006b; Dwork 2006) using the zero-Concentrated DP 
privacy-loss accounting framework (Bun and Steinke 2016) implemented 
with the discrete Gaussian mechanism (Canonne et al. 2020, 2021)

• Using a total privacy-loss budget set as policy, not hard-wired, determined 
by the Data Stewardship Executive Policy Committee

• Production code base, technical documents, and extensive demonstration 
products based on the 2010 Census confidential data have all been 
released to the public

•More information:
https://www.census.gov/newsroom/blogs/research-matters/2019/10/bala
ncing_privacyan.html 
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TopDown Algorithm System Requirements

• The 2020 Disclosure Avoidance System’s TopDown Algorithm (TDA) 
implemented formal privacy protections for the P. L. 94-171 Redistricting 
Data Summary File
• Planned for use in the Demographic Profiles, Demographic and Housing 

Characteristics (DHC), and Special Tabulations of the 2020 Census
• TDA system requirements include:

• Input/output specifications
• Invariants
• Edit constraints and structural zeros
• Tunable utility/accuracy for pre-specified tabulations
• Privacy-loss budget asymptotic consistency
• Transparency
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What is a histogram?

Record 
ID

Block Race … Sex

1 1001 Black … Male

2 1001 Black … Male

3 1001 Asian … Female

4 1001 Asian … Female

5 1001 Black … Male

6 1001 AIAN … Female

7 1001 AIAN … Male

8 1001 Black … Female

9 1001 Black … Female

Attribute Combination 
(Block/Race/…/Sex)

# of 
Records

1001/AIAN/…/Male 1

1001/AIAN/…/Female 1

1001/Asian/…/Male 0

1001/Asian/…/Female 2

1001/Black/…/Male 3

1001/Black/…/Female 2

… …

Microdata:  One record per respondent

Histogram: Record count for each unique 
combination of attributes (including location), 
equivalent to the fully saturated contingency 
table, vectorized, and with structural zeros 
removed or imposed by constraint
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Noisy Measurements

• TDA allocates shares of the total privacy-loss budget 
by geographic level and by query

• Each query of the confidential data will have noise 
added to its answer

• The noise is taken from a probability distribution with 
mean=0, and variance determined by the share of the 
privacy-loss budget allocated to that query at that 
geographic level

• These noisy measurements are independent of each 
other, and can include negative values, hence the 
need for post-processing

19 19



Zero-Concentrated Differential Privacy (zCDP)

• Privacy-loss parameter: ρ (Bun and Steinke 2016)
• ρ-based privacy-loss budgets can be converted to any single point along a 

continuum of (ε,δ) pairs. Analysis of the privacy protection afforded by a ρ 
budget should use the entire continuum, not a single (ε,δ) point. Some 
formulas provide tighter bounds on the (ε,δ) curve implied by a particular 
value of ρ. TDA uses this one:

• Noise distribution: discrete Gaussian (Canonne et al. 2020, 2021)
• The expected variance of any noisy measurement can be estimated by 

knowing the total privacy-loss budget and the share of ρ allocated to that 
query at that geographic level [see Appendix B of Abowd et al. (2022) 
technical paper]

 

20

https://www.census.gov/library/working-papers/2022/adrm/CED-WP-2022-002.html
https://www.census.gov/library/working-papers/2022/adrm/CED-WP-2022-002.html


The TopDown Approach

United 
States

States

[…]

Census 
Blocks Internally consistent 

histogram

Constraints

Noisy 
Measurements

Invariants

The Geographic 
Hierarchy

At each geographic level:

21



Naïve Method: BottomUp or Block-by-Block

•Apply differential privacy algorithms to the most detailed 
level of geography

•Build all geographic aggregates from those components as a 
post-processing
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Benefits of TDA Compared to Block-by-block

• TDA is in stark contrast with naïve alternatives (e.g., block-by-block 
or bottom-up)

• TDA disclosure-limitation error does not increase with number of 
contained Census blocks in the geographic entity (on spine)

• TDA yields increasing relative accuracy as the population being 
measured increases (in general), and increased count accuracy 
compared to block-by-block

• TDA “borrows strength” from upper geographic levels to improve 
count accuracy at lower geographic levels (e.g., for sparsity)
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If you feed TDA 16.6 billion differentially private 
measurements (23 trillion for DHC), it will do a 
good job that completely satisfies no one.

(This was predicted in Abowd and Schmutte 2019.)
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Accurate, but to whom?

•DAS operates under interpretable formal privacy guarantees, given 
privacy-loss budgets

•Accuracy properties depend upon the output metric (use case)

•Distinct groups of data users will have a particular analyses they wish 
to be accurate

•Tuning accuracy for a given analysis can reduce accuracy for other 
analyses

•Policy makers must consider reasonable overall accuracy metrics for 
privacy tradeoffs
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Deep Dive: Redistricting Data

• Legislative districts for politically defined entities of arbitrary size

•Must be (approximately) equal populations in each district

•Districts must be consistent with Section 2 scrutiny under the 1965 
Voting Rights Act
• Large minority populations cannot be clustered into a few districts
• Majority-minority districts (approximately 50%+ minority population) must be 

drawn when feasible

• Focus statistics: total population, ratio largest race/ethnic population 
to total population

28



Multi-pass Post-processing
•The sparsity of many queries (i.e., prevalence of zeros and small counts) has 

the potential to introduce bias in TDA’s post-processing
•To address the sparsity issue, TDA processing is performed in a series of 

passes
•At certain geographic levels, the algorithm constructs histograms for a 

subset of queries in a series of passes for that level, constraining the 
histogram for each pass to be consistent with the histogram produced in 
the prior pass

• Example for the P.L. 94-171 Redistricting Data Summary File:
Pass 1: Total Population
Pass 2: Remaining tabulations supporting P.L. 94-171 Redistricting Data
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Tabulation Geographic Hierarchy

US

State

County

Tract

Block 
Group

Block

• The TDA operates along a geographic 
hierarchy (“spine”).

• TDA only takes noisy measurements for 
geographic units on the hierarchy.

• Many legal geographies are “off-spine,” 
therefore their accuracy is impacted by the 
accuracy of the minimum number of 
“on-spine” geographies that can be used to 
construct them (adding or subtracting). 

• To address this challenge, the DAS geographic 
hierarchy was altered to improve the 
accuracy of “off-spine” geographies.

• This was done primarily through the inclusion 
of a branch of the hierarchy for AIAN tribal 
areas and the use of optimized block groups 
(not shown). 

Note: The optimization of the geographic hierarchy only impacts how 
TDA operates. It does not affect tabulation geographies in 2020 
Census data products.
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How to reconcile these statistics
•  
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What do the redistricting data do?

•Total differentially private measurements (queries): 16.6 billion

•Global ρ = 2.63 [(ε, δ) = (18.19, 10-10) and infinitely many other pairs]
U.S. persons and housing units

•Total block-level tables 29.4 million

•Total block-level statistics 3.4 billion

•Total independent block-level statistics 1.5 billion

•Accuracy of populations and largest race/ethnic group fit for 
redistricting and Voting Rights Act scrutiny for populations of at least 
200-249, which is much smaller than legal entity subject to VRA
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Addressing Other Biases

Diversity 
Quintile

Mean Difference In 
Total Population

0 – Least Diverse 5.04

1 4.24

2 0.99

3 -2.21

4 – Most Diverse -8.07

Diversity 
Quintile

Mean Difference In 
Total Population

0 – Least Diverse 15.95

1 11.15

2 3.01

3 -6.17

4 – Most Diverse -23.94

Diversity 
Quintile

Mean Difference In 
Total Population

0 – Least Diverse -0.375

1 1.009

2 0.997

3 -0.303

4 – Most Diverse -1.352

Diversity 
Quintile

Mean Difference In 
Total Population

0 – Least Diverse 0.029

1 0.045

2 0.000

3 -0.020

4 – Most Diverse -0.053

Block
Groups

Tracts

April 2021 PPMF Production Settings
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Block-Level Inconsistencies Due to DAS-induced Uncertainty

Inconsistency April 2021 
ρ=1.095

Count of Blocks

Production Settings 
ρ=2.63

Count of Blocks

Occupied Housing Units > Household Population 203,519 303,984

Zero Occupied Housing Units; > 0 Household Population 674,598 505,840

Zero Household Population; > 0 Occupied Housing Units 77,947 148,836

Everyone in Block Under 18 90,534 163,884

> 10 Persons Per Household 87,342 121,376
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Privacy-loss Budget Allocation (by geographic level) 
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Privacy-loss Budget Allocation 2021-06-08
Person Tables (Production Settings)
United States

Global ρ 2.56
Global ε (incl. units) 18.19
delta 10-10

 

ρ Allocation by 
Geographic 

Level
US 104/4099
State 1440/4099
County 447/4099
Tract 687/4099
Optimized Block Group* 1256/4099
Block 165/4099

Privacy-loss Budget Allocation 2021-06-08
Units Tables (Production Settings)
United States

Global ρ 0.07

 

ρ Allocation by 
Geographic 

Level
US 1/205
State 1/205
County 7/82
Tract 364/1025
Optimized Block Group* 1759/4100
Block 99/820



Privacy-loss Budget Allocation (by query) 
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Query

Per Query ρ Allocation by Geographic Level

US State County Tract
Optimized Block 

Group* Block

TOTAL (1 cell)
 3773/4097 3126/4097 1567/4102 1705/4099 5/4097

CENRACE (63 cells) 52/4097 6/4097 10/4097 4/2051 3/4099 9/4097

HISPANIC (2 cells) 26/4097 6/4097 10/4097 5/4102 3/4099 5/4097

VOTINGAGE (2 cells) 26/4097 6/4097 10/4097 5/4102 3/4099 5/4097

HHINSTLEVELS (3 cells) 26/4097 6/4097 10/4097 5/4102 3/4099 5/4097

HHGQ (8 cells) 26/4097 6/4097 10/4097 5/4102 3/4099 5/4097

HISPANIC*CENRACE (126 cells)
130/4097 12/4097 28/4097 1933/4102 1055/4099 21/4097

VOTINGAGE*CENRACE (126 cells) 130/4097 12/4097 28/4097 10/2051 9/4099 21/4097

VOTINGAGE*HISPANIC (4 cells) 26/4097 6/4097 10/4097 5/4102 3/4099 5/4097

VOTINGAGE*HISPANIC*CENRACE (25
2 cells) 26/241 2/241 101/4097 67/4102 24/4099 71/4097

HHGQ*VOTINGAGE*
HISPANIC*CENRACE (2,016 cells) 189/241 230/4097 754/4097 241/2051 1288/4099 3945/4097
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• Tables 4 and 5 illustrate that TDA is a much more efficient disclosure avoidance 
mechanism for controlling accuracy and confidentiality than swapping with 
aggregation, as also shown in Abowd and Schmutte 2019.
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47Source: Kifer et al. In preparation.



48Source: Kifer et al. In preparation.

where α is the level (probability of a Type I error), β  is the probability of a Type II error, 
and (1 – β) is the power of the likelihood ratio test for correctly attaching a block-id to a 
record when block group, age, sex, race and ethnicity are known for zCDP. 
H

0
: N(0,1/(2ρ)); H

1
: N(1,1/(2ρ))

 



49Source: Kifer et al. In preparation.



Privacy protection out of the shadows

•Certain privacy practices for previous censuses depended upon 
obfuscation

•2020 DAS demonstration data are the most transparent view into 
Census Bureau privacy practices ever

•We appreciate and are excited to assess feedback from our external 
partners
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Stay Informed: 

Subscribe to the 2020 
Census Data Products 
Newsletters

*Search “Disclosure Avoidance” at 
www.census.gov or click the graphic

http://www.census.gov/
https://www.census.gov/programs-surveys/decennial-census/decade/2020/planning-management/process/disclosure-avoidance/newsletters.html
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Stay Informed: 

Visit Our Website

*Search “Disclosure Avoidance” at 
www.census.gov or click the graphic

http://www.census.gov/
https://www.census.gov/programs-surveys/decennial-census/decade/2020/planning-management/process/disclosure-avoidance.html
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** Video ** 

Protecting Privacy in Census Bureau 
Statistics

*Find it on our website and YouTube Page

Search “Disclosure Avoidance” at www.census.gov or click 
the graphic

https://www.youtube.com/watch?v=1AaoaBcHoss
https://www.youtube.com/watch?v=1AaoaBcHoss
http://www.census.gov/
https://youtu.be/1AaoaBcHoss
https://youtu.be/1AaoaBcHoss


Selected Additional Resources

•Code: uscensusbureau/DAS_2020_Redistricting_Production_Code: 
Official release of source code for the Disclosure Avoidance System (DAS) 
used to protect against the disclosure of individual information based on 
published statistical summaries. (github.com)

•Technical: HDSR The 2020 Census Disclosure Avoidance System TopDown 
Algorithm

•Updates: Developing the DAS: Demonstration Data and Progress Metrics 
(census.gov)
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Thank you.
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