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Background and Introduction

Artificial intelligence (AI) has received significant attention in recent years, primarily due to
breakthroughs in game playing, computer vision, and natural language processing that
captured the imagination of the scientific community and the public at large. Many
businesses, industries, and academic disciplines are now contemplating the application
of AI to their own challenges. The federal government in the US and other countries have
also invested significantly in advancing AI research and created funding initiatives and
programs to promote greater collaboration across multiple communities. Some of the
investment examples in the US include the establishment of the National AI Initiative
Office, the launch of the National AI Research Resource Task Force, and more recently,
the establishment of the National AI Advisory Committee.

In 2021 INFORMS and ACM SIGAI joined together with the Computing Community
Consortium (CCC) to organize a series of three workshops. The objective for this
workshop series is to explore ways to exploit the synergies of the AI and Operations
Research (OR) communities to transform decision making. The aim of the workshops is to
establish a joint strategic research vision for AI/OR that will maximize the societal impact
of AI and OR in a world being transformed by technological change and a heightened
desire to tackle important societal challenges such as growing racial and social inequity,
climate change, and sustainable solutions to our food-water and energy needs. The vision
for the workshops is to exploit and expand on the emerging synergies between these two
communities with complementary strengths. However, there are barriers and difficulties in
realizing this vision due to cultural differences between AI and OR communities. The
workshop series aims to overcome these difficulties and to provide a stepping stone for a
strong and sustained collaboration between the two fields.

The first workshop was held virtually in September 2021 with speakers and participants
drawn from leading researchers in both the Operations Research and Computing research
communities. The expectations were to promote greater inter-disciplinary collaborations
between the two areas, inspire the agenda for research, and address critical questions for
the future of AI. The agenda included interspersed sessions on Methods and Applications
with moderated Q&A and breakout group discussions. Some of the key outcomes of the
workshop included:

● Dispelling common misconceptions across the two communities and discovering
common objectives, albeit a few disparate assumptions leading to different tools
and methods

● Exploring multiple opportunities for collaboration at the Data, Methods, and Policy
layers
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● Discussing the need for a science of making good decisions with collaboration
across multiple disciplines in addition to AI and OR

● Listing some potential future directions including access to data sets for a variety of
application domains, competitions requiring joint teams of OR and AI participants,
starting an AI/OR summer school for students in both disciplines, etc.

For details including the presentations and summaries of the group discussions, see the
AI/OR Workshop I report.

Overall Theme for the Second Workshop

One key outcome from the first workshop was the decision that we need a deeper dive
into the topics of Fairness and Ethics in AI and also include a discussion of the role of
Causality in applications of AI as well as considerations of human computer interaction in
the implementation of automated solutions. As a result, the second workshop was planned
around Trustworthy AI with four sessions on related topics within the scope of AI and OR:

● Fairness
● Explainable AI /  Causality
● Robustness / Privacy
● Human Alignment and Human-Computer Interaction

While the first workshop focused on articulating a strategic vision, this workshop focused
on what it takes to develop and deploy intelligent systems based on AI and OR technology
that are trustworthy. In particular, the workshop was designed to:

● Study the state of the art in Trustworthy AI from a multi-disciplinary lens and for
various application domains.

● Articulate grand challenges that need to be overcome to deploy trustworthy AI
systems in the wild. Specifically, what tools and technologies have to be developed
and evaluated for each of the foundational elements of trustworthy AI systems.

● Select a few topics for summer schools and research programs to foster
collaborations in AI/OR for these topics.

The speakers and participants were selected from computer science and OR
communities to foster a healthy exchange of ideas between the two groups. A key
requirement for this workshop was to ensure that all speakers as well as participants
attended it in person, to ensure a robust and healthy discussion on the topics presented
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during the event. It was held in Atlanta, GA on the Georgia Tech campus on August 16-17,
2022.

This report out should be considered an interim report with a final report to be published
after the end of the third workshop. We expect the next workshop to be held in the first half
of 2023. Note that the workshops are held on behalf of the community, by invitation only.

The workshop was kicked off with welcoming remarks by Radhika Kulkarni and
introductions of all the participants, followed by a few remarks from Mr. Murat Omay from
the Department of Transportation on funding opportunities for OR and AI research, from a
problem-driven perspective. The details of Mr. Omay’s remarks and all the sessions are
described in the remainder of the report.

Brief Comments from the Department of Transportation
Murat Omay - Figure B-1: Overview of ITS JPO Programs

After introductions, Murat Omay, from the Department of Transportation, gave a brief 
presentation on the DoT’s Joint Program Office (JPO) for Intelligent Transportation 
Systems (ITS). Omay began by discussing the Data Access and Exchanges Portfolio, 
created and managed by the JPO ITS program. The portfolio aims to effectively generate, 
acquire, govern, manage and analyze ITS data across all modes to advance multimodal 
research and to enable a safe, equitable, multimodal and resilient transportation network. 
One of the key goals of this effort is to position the DoT in a leading role in data and AI 
strategies, data-based automation and AI research, innovation, and transformative data 
culture. Omay listed many of the current activities in this area, and explained how each 
furthered progress toward the overall goal of the JPO ITS program. Many of these 
activities were cross-departmental efforts, with ongoing dialogues between the DoT and 
the Office of Science and Technology Policy (OSTP), the Networking and Information 
Technology Research and Development program (NITRD) and the Open Knowledge 
Network (OKN) to name a few. Omay invited the participants to follow up with him directly 
to learn more about the Data Access and Exchanges Program.

Omay then turned our attention to the AI for ITS program, also run by the DoT. This 
program advocates for utilizing ethical AI and ML technologies to create a more efficient 
logistics system to transport goods and people. The program aims to coordinate 
technology and policy research to more quickly integrate AI and ML into the existing 
transportation system. In 2021, the AI for ITS program sought input from AI researchers on 
the “deployment ready” AI technologies the program had created, as well as on the best AI
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areas for the DoT to invest in and any current DoT technologies which could utilize AI to
improve their performance.

Omay listed some of the key challenges to AI adoption and implementation, which are not
unique to ITS. These include explainability, liability, model drift, privacy, security, ethics and
equity and others; addressing these challenges is an ongoing exercise. He called out the
fact that maintaining a human-in-the-loop approach is helpful in identifying and mitigating
these challenges. He acknowledged the need for a multi-pronged approach and welcomed
input from the community to help in addressing these issues.

Omay then took questions from the workshop participants and asked for any feedback
pertaining to the DoT’s efforts to incorporate AI in their technologies. He recommended
Robert Sheehan as the key point of contact to learn more about the AI for ITS program.
Robert Sheehan (Robert.Sheehan@dot.gov) is Acting Chief of Policy, Architecture, and
Knowledge Transfer, U.S. DOT ITS Joint Program Office.

Panel A: Fairness
Moderated by John Dickerson

Slide Presentations
Dimitris Bertsimas - Figure B-2: Improving on Fairness/Bias
Maria De-Arteaga - Figure B-3: Social Norms Bias: Residuals Harms of Fairness-Aware 
Algorithms 

Nikhil Garg - Figure B-4: Auditing and Designing for Equity in Government Service 
Allocation
David Shmoys - Figure B-5: Fairness as the Objective in Congressional Districting

This panel broadly covered topics including fairness in allocation, learning, and decision 
making. Speakers broadly touched on the practical implementations of different definitions 
of fairness in, for example, healthcare, academic talent sourcing settings, and government 
resource allocation such as inspections of infrastructure. Speakers also discussed 
situations where traditional group fairness interventions do not work due to (by definition) 
averaging across an entire group. Fairness in redistricting to combat gerrymandering, a 
topic at the intersection of AI and OR research with economic and policy considerations as 
well, was also presented during this panel. A lively discussion followed considering, 
amongst other topics, the efficacy and appropriateness of using fairness as a constraint in 
various settings, and new topics in allocation and market design. Specifically, discussions 
of fairness in two-sided matching platforms such as rideshare (e.g., Uber and Lyft, where

5

mailto:Robert.Sheehan@dot.gov


drivers on one side of the market are matched to riders on the other) arose naturally, 
although that specific use case had not yet been covered in any of the talks.

We now dive deeper into each of the four talks. Each talk came from folks more on the
“OR side” of the research world, although all four speakers have published in AI and/or 
more broadly-defined “AI/ML-first” venues such as the ACM Conference on Fairness, 
Accountability, and Transparency (FAccT), and each speaker maintains strong 
collaborations with those on the “CS side.”

The first talk, by Dimitris Bertsimas of MIT, primarily discussed an ongoing collaboration 
between MIT and Massachusetts General Hospital (MGH) analyzing a part of the 
healthcare pipeline, the discharge of trauma patients to post-acute care (PAC). Here, a 
group-level disparity was identified: 60% of trauma patients at MGH are Black, but only 
12% of those receiving post-acute care are Black. Yet, it has been shown that PAC results 
in lower readmission rates and other benefits; this implies a potential disparate impact 
issue across racial categories. The talk covered in depth many of the intricacies of 
predicting risk and potential outcomes, and then presented a
mixed-integer-programming-based (MIP-based) method for enforcing a form of 
demographic parity in PAC assignment. This approach also had interesting overlap with 
improving predictive performance of the assignment as well. The talk also connected the 
general approach used for this specific healthcare setting to, potentially, other settings 
such as talent sourcing in academic departments.

Perhaps most related to that first talk was Nikhil Garg of Cornell Tech’s third talk in the 
panel, where he gave a general framework for auditing government processes and 
subsequently working with various government agencies to improve on those processes. 
Roughly, the pitch was to Audit agency decisions along the entire pipeline, from problem 
description to data collection to data maintenance to model building to decisioning. Issues 
of efficiency and equitability arise throughout the full pipeline, and do not exist in isolation; 
that is, upstream deployment decisions feed into the current module, and that module’s 
outputs then impact downstream sections of the pipeline. As OR and AI practitioners, a 
particular focus here was on the challenge of modeling capacity-constrained decisions 
under various forms of uncertainty. The talk then went in-depth to an ongoing collaboration 
between Cornell Tech and New York City, looking to improve its 311-based method to 
crowdsource infrastructure incidents that require intervention from the city. Here, concerns 
of equity arise due to many forms of uncertainty (e.g., different areas of the city may have 
different reporting rates) and also allocative decisioning (e.g., areas close to city services 
may receive more effective treatment than those further away). A key takeaway from this 
talk was that focusing on fairness means comparing decisions for comparable
incidents/groups – AI/ML tends to focus on analyzing individual incidents, whereas OR
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tends to focus on making global decisions across groups, so a responsible approach to
fairness necessarily requires techniques from both fields’ core competencies.

The chronologically second talk in the panel was given by Maria de-Arteaga of UT Austin,
which provided a nuanced and in-depth discussion of some surprising side effects of
blindly applying traditional fairness interventions. Specifically, the talk focused on
identifying residual harms due to biased inputs when running fairness-aware algorithms,
such as those that may impose a group fairness concern as an explicit constraint in an
optimization problem. The example given was in the natural language processing (NLP)
space, where group membership in a study was inferred by automatically “reading” written
biographies of various academics. That inference process was shown to be biased on its
own, with those who identified as a particular gender and who followed societal norms
regarding writing were more accurately identified as their correct group than those who did
not. Then, using a fairness-aware algorithm that enforces group fairness of some type –
but across those biased group labels that have been inferred by some upstream process –
may in fact disproportionately and systematically harm specific types of individuals within
their true groups. A key takeaway, then, is that the risks of individual harm can certainly
exist even under strict adherence to group fairness definitions and constraints.

Finally, David Schmoys of Cornell closed out the session with a discussion of his group’s
recent work on gerrymandering and fairness in redistricting. Gerrymandering, at a high
level, is a method of “unnaturally” shaping political districts such that the resulting vote
aggregated across those districts artificially over- or under-represents a particular party.
Fair redistricting, then, seeks to combat this form of unfairness by way of choosing a
partitioning of a geospatial region that holds to some standards. This can be seen, and is
often modeled, as a set partitioning problem in its ideal form, with a variety of
geographic/geospatial desiderata such as compactness and demographic or
representational desiderata such as proportional representation. This concluding talk
discussed methods for defining and also implementing forms of fairness in redistricting,
and kicked off a vibrant post-panel discussion amongst participants.

Networking Lunch
Brief remarks from Pascal Van Hentenryck (AI4OPT) and Andrew Kahng (TILOS)

During lunch Prof. Pascal Van Hentenryck and Prof. Andrew Kahng gave the participants a
brief overview of their respective AI Institutes, which have both received $20 Million dollar
grants from NSF for a period of five years. Below are brief descriptions of these two
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institutes, AI4OPT and TILOS, obtained from their websites and augmented with some
comments from Pascal and Andrew.

TILOS

The TILOS mission is to make impossible optimizations possible, at scale and in practice.
The institute’s research will pioneer learning-enabled optimizations that transform chip
design, robotics, networks, and other use domains that are vital to our nation’s health,
prosperity and welfare. TILOS is a partnership of faculty from the University of California,
San Diego, Massachusetts Institute of Technology, National University, University of
Pennsylvania, University of Texas at Austin, and Yale University. Many faculty members
associated with TILOS are working on Fairness and Explainable AI, two of the themes of
this workshop. TILOS is partially supported by the Intel Corporation.

AI4OPT

This NSF Artificial Intelligence (AI) Research Institute for Advances in Optimization aims at
delivering a paradigm shift in automated decision-making at massive scales by fusing AI
and Mathematical Optimization (MO), to achieve breakthroughs that neither field can
achieve independently. The Institute is driven by societal challenges in energy, logistics
and supply chains, resilience and sustainability, and circuit design and control. Moreover,
to address the widening gap in job opportunities, the Institute delivers an innovative
longitudinal education and workforce development program with an initial focus on
historically black high schools and colleges in Georgia, as well as Hispanic-serving
high-schools and colleges in California. The Institute is also developing internship
programs with national laboratories and industrial partners, and is building a strong,
welcoming, and inclusive community, highlighting social mobility opportunities and the
societal impact of AI technologies. The focus is on fundamental and use-inspired research,
with a goal of fusing machine learning and optimization by merging both the data-driven
and model-based paradigms which are the hallmarks of the two areas of research.

Both of these institutes give junior and mid-level faculty the opportunity to lead by
exploring the potential and challenges of use-inspired research in high-stakes domains.
They also have strong collaborations with several industry partners listed on their
websites.

Panel B: Human Alignment/HCXAI/HCI
Moderated by Swati Gupta
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Slide Presentations
Hamsa Bastani - Figure B-6: Decision-Aware Reinforcement Learning
Peter Frazier - Figure B-7: Preference Learning for Stakeholder Management
Kristian Lum - Figure B-8: De-biasing “Bias” Measurement
Mark Riedl - Figure B-9: Toward Human-Centered Explainable Artificial Intelligence

Panel  B broadly consisted of decision making in various contexts which need to account 
for human factors, such as interpretability, ways in which models are explained, 
adaptability of the models, and changes from the status quo.

The panel started with Hamsa Bastani (Wharton) presenting her work with Sierra Leone 
National Medical Supplies Agency, where they focused on the distribution of essential 
medicines and managing inventory at different health facilities in the region, while 
navigating highly uncertain demands. Hamsa talked about aligning the loss function used 
to train the machine learning model with the decision loss associated with the downstream 
optimization problem. She interpreted the gradient of their loss function as a simple
re-weighting of the training data, allowing it to flexibly and scalably be incorporated into 
complex modern data science pipelines, yet producing sizable efficiency gains. She 
shared results showing the decrease in unmet demand of essential medicines with the use 
of a decision-aware loss function versus a decision-blind loss function.

Next, Peter Frazier (Cornell and Uber) discussed understanding stakeholders and their 
constraints, in the context of COVID testing policies for Cornell University. Peter posed the 
question: Can AI help with tasks that OR practitioners need to do manually? For example, 
can AI help us understand stakeholder preferences? He advocated that Bayesian 
Optimization is a black-box derivative-free non-convex optimization method, which can be 
used for preference learning to get utility functions from stakeholders. The perspective of 
using AI to even understand the stakeholder preferences (which they may not be able to 
even quantify as functions or utilities themselves) was perceived as an interesting 
human-AI use case that has not received enough attention. The Cornell study showed that 
there is plenty of room for AI-enabled stakeholder engagement for OR applications. In 
particular, this approach helps one:

● Understand stakeholder goals, beliefs and incentives
● Understand how groups of stakeholders influence each other
● Predict how stakeholders will react to communication and
● Manage trust (in the OR analyst and her models).
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The third talk in the session was given by Kristian Lum (Twitter), where she discussed the
implications of checking for bias in terms of any algorithm’s impact on different
demographic groups. She postulated that while much of the work in algorithmic fairness
over the last several years has focused on developing various definitions of model fairness
(the absence of group-wise model performance disparities) and eliminating such "bias,"
much less work has gone into rigorously measuring it. She argued that many of the
metrics used to measure group-wise model performance disparities are themselves
statistically biased estimators of the underlying quantities they purport to represent. For
example, the amount of “bias” measured increases as the number of groups increase, but
this is just statistical noise. Lum proposed a “double-corrected” variance estimator to use
instead. The key message of her talk was to question the statistical properties of various
metrics for fairness used in practice and research, and that a lot of attention is needed to
understand what we mean by fairness, inequity, and diversity. Meta-metrics cannot capture
the entirety of the impact of ML systems. Small measured disparities should not be taken
as a guarantee that the system is fair or free from adverse impacts.

Finally, we ended the session with a thoughtful talk by Mark Reidl (Georgia Tech), on
explainable AI for consumer facing AI, and how different ways of communicating
explanations themselves have a different impact on the users. For example, non-experts
value contextual accuracy, awareness, strategic detail, intelligibility, relatability, and had
unwarranted faith in numbers (they would trust the system more when numbers were used
in the explanation). He claimed that our goal should not be to get people to trust the AI but
to appropriately trust the AI via trust calibration. He discussed new research in explainable
reinforcement learning and experiential explanations.

Overall the session touched upon various aspects of human-AI collaboration: how to
interpret models for decision-makers, how to understand stakeholder preferences, how to
even understand bias predictors, as well as the importance of designing good
explanations to increase trust in AI.

Breakouts for Panels A and B

Breakout 1
Moderator: Jon Owen
Notetaker: Catherine Gill

● Human Interactions: We discussed an interesting opportunity of expanding the
conversation beyond AI and OR communities to include disciplines related to
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human decision making and psychology. Several motivating examples were
considered, including: (a) the risk of introducing bias through the questions we ask
and how we ask them when forming our understanding of a system (e.g., OR
modeling) or executing market research that guides modeling and provides input
data, (b) the evaluation and verification of results and outcomes, and (c) our
effectiveness towards influencing actions through AI/OR analyses and the
communication of results and implications – including human-in-the-loop decision
making. It was mentioned that there are 3 places where humans come in: early, like
choosing/inputting data; in the middle, where decisions get made; and the end, in
evaluation and verification. At the end of the day, we want recommendations to be
robust and to make sense to the decision maker.

● Public Perceptions of AI: We also discussed public misperceptions about AI due
to hype. It was noted that many naïve users view AI as almost “magical”, and that it
will always be better at solving problems than humans. This led to discussion
around (a) the need for a better understanding of these techniques as tools, not
solutions, and (b) greater transparency around embedded assumptions and their
potential implications on interpretation of results, including the role of bias.

● Data Quality: We discussed several points related to data and notions of data
quality. Often you don’t know the quality of data, especially when underlying data
generating functions are poorly understood, or a specific use case for the data
differs from the original intent (e.g., when data is generated/collected for one
purpose but used for another). With these limitations, the need for data learning
was discussed, as well as an observed gap between recording state actions without
recording the associated probabilities.

● AI “Intelligence” and Automation: The concept of AI “intelligence” was briefly
discussed as both an aspiration and a moving target based on our expectations for
automation. Should we care about automating everything through AI/ML? Also,
there are limits for data-centric approaches moving beyond descriptive and
predictive; for example, prescriptive recommendations require going beyond the
data to be useful – this is an opportunity for AI and OR to combine.

Breakout 2
Moderator: Harrison Schramm
Notetaker: Haley Griffin

● Fairness and Bias: We discussed fairness and the many ways in which bias can
be introduced to a program. By attempting to limit the bias in a program a
researcher may actually introduce more bias. Trying to limit unwanted confounding
variables may result in detrimental unforeseen consequences, which can actually
increase the unfairness of a program. Also, by reducing the bias of a program for

11



the majority of users, you may disproportionately increase the unfairness for
minority groups of users, who may be the very people who need fairness
protections the most.

● Explainable AI: We talked about explainable AI, and the need for explainable OR
as well. Some participants took issue with the current state of explainable AI,
insisting that it is overly vague, and the outputs of AI programs give users no
information as to how to interpret these outputs. These participants advised
creating more programs to analyze and interpret the results of AI programs to better
inform users how an AI program came to a certain conclusion, rather than just
returning an output with no explanation.

Breakout 3
Moderator: Theodora Chaspari
Notetaker: Ann Schwartz

● Fairness: Efficiency and fairness are defined differently throughout all systems.
Participants discussed whether any general fairness rules can be applied to all
models. A clear and globalized definition of fairness would clarify the metrics used
to measure it, and improve the fairness and user trust of a system.

● Explainable and Trustworthy Technology: Trust of a system is difficult to
measure, as there are no clearly defined and widely accepted metrics to do so. We
discussed how much information users need to understand a system, and how AI
should be made explainable. AI should be able to explain its decision making
similarly to how a doctor explains a condition to a patient. A doctor does not need to
explain down to the cellular level why a patient may be suffering from a condition,
but the doctor does need to explain what may have occurred for this condition to be
present in the patient (lifestyle choices, hereditary conditions, etc.). Similarly, an AI
program does not need to explain why a certain weight was assigned to each node,
but rather why an accumulation of weighted nodes is sufficient to make a certain
decision. While some researchers have historically argued that people don’t require
explanations but just want outcomes from AI, sometimes it is required especially to
build trust in a system. There is a need for an established formal process to
determine the trustworthiness of a system.

Breakout 4
Moderator: George Lan
Notetaker: Jai Moondra

● Causality methods across disciplines:
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○ Statistics - focus is on estimator properties and optimality.
○ CS - focus is on scale and data.
○ OR - focus is on engineering models and experimental data.

• An important question is how experiments can be controlled: there may be policy 
and regulatory questions and network effects in industry that prevent random 
control experiments. For example, similar prices must be shown to everyone in 
cab-sharing. Another question is how to integrate real data with simulation data? 
In some situations, historical data can be used to design experiments to generate 
synthetic data. But certain settings like wind turbines pose difficulties to generate 
synthetic data.

● Major challenges in XAI / Causality and possible ways in which a
multi-disciplinary approach can help: There are several examples in social
sciences where causality helps. One challenge is that policy makers make
decisions hoping to influence outcomes, but they sometimes don’t accomplish this
because they don’t understand or use causality. How can they be helped with
causal inference? Practical factors like operational costs, etc. matter. Causal
inference in decision making can again be used here. For example, housing.
Changing leadership and policy makers can focus on areas other than long-term
outcomes (they can base their decisions more on politics). Educate them that
politics can be done using causality and decision-making. How do we align policy
makers’ incentives with producing the best outcomes? Also we must bear the
burden of explaining our mechanisms to them.

● Practical Considerations for Causal Inference Methods:
○ It is sometimes difficult to conduct experiments (ex: gene editing and other

medical situations)
○ Regulatory approvals can delay research
○ Confidence needs to be high – repeatability and reproducibility are key
○ Sometimes correlation is the best that can be shown
○ Need a large and representative sample - sometimes there is the risk of

some researchers falsifying data due to the small amount of data available
○ Chains of causality get complicated quickly. If A implies B which implies

C which implies D, conditional effects of A on D are not so easy to
understand.

● Potential/emerging application areas: XAI and Causality
○ Policy design
○ Medicine
○ Engineering
○ Cybersecurity
○ Social science - interventions
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○ Security and intelligence
○ Sustainability - protecting parks and preventing poaching (in Africa for

instance)
○ Education

Panel C: Robustness/Privacy
Moderated by Bistra Dilkina

Slide Presentations
Bo Li - Figure B-10: Trustworthy Machine Learning: Robustness, Privacy, Generalization, 
and Their Interconnections
Kush Varshney - Figure B-11: Problem-Driven Robustness, Privacy, and Fairness
John Abowd - Figure B-12: Some Lessons from the 2020 U.S. Census Disclosure 
Avoidance System

The first presentation was given by Bo Li on the topic of Trustworthy Machine Learning. Bo 
gave several examples of the dangers of Machine Learning, from hacking attempts, such 
as the Associated Press hack which crashed the stock market in 2013, to the public’s 
concern with using ML programs, such as biometric recognition being used at airports. The 
goal to improve these Machine Learning programs, as stated by Li, is to close the 
trustworthiness gap, which can be accomplished in a number of ways.

Firstly, improved Robustness can increase public trust in an ML program simply by making 
it functional in more situations. Increased robustness not only increases trust in a program 
by the public, because the program can react correctly to more unexpected inputs, but it 
also increases the usefulness and accuracy of the program, since the number of situations 
the program cannot handle is reduced. Generalization, namely, a program’s ability to adapt 
to new and variable data, can also improve trustworthiness. Finally, increased privacy 
improves trustworthiness, by reducing the risk of a user’s data being accessed by a third 
party. Dr. Li advocated for a holistic approach to improving trustworthy ML, by tackling 
these three problems simultaneously and in concert.

The second presentation was by Kush Varshney on the topic of Problem-Driven 
Robustness, Privacy, and Fairness. Varshney started with describing a few problems in the 
Healthcare industry, starting with the Patient Protection and Affordable Care Act which 
changed the landscape of the health insurance market in the United States. Insurance 
companies had to decide which new markets to enter. Markets are defined by geography, 
age group and other factors. Some considerations were:
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● The desire to enroll low-cost (healthy) people to enroll in their plans
● Preventing from accepting or denying enrollment on an individual basis
● Whether or not to offer plans in well-defined markets
● How to use data-driven decision making for determining whether or not to offer

plans in new markets

Some of the challenges in this problem included the fact that insurance companies needed 
cost and demographic data on people who will enroll in new markets whereas they only 
have this for those enrolled in existing markets. Given that the target domain is unknown, 
one needs distributionally robust methods. Varshney described a few approaches to solve 
this problem, including a game theoretic formulation for invariant risk minimization.

Next, Dr. Varshney discussed the topic of privacy concerns in the context of the Health 
Insurance Portability and Accountability Act which includes the mandate of privacy 
protection even for health insurance companies’ internal planning purposes. He cited that 
k-Anonymity is a common mathematical interpretation of the privacy condition and one of
the approaches is to use k-member clustering (grouping the records so that the smallest
group has at least k elements). He briefly described Distribution-preserving k-Anonymity
for transfer learning which is an alternative to standard clustering to allow the resulting
data to follow the distribution of the original data.

Varshney also discussed the critical need for algorithmic fairness in the health care 
insurance industry where often health care cost is used as a very poor proxy for health 
care needs because it could lead to racial discrimination.

Dr. Varshney ended his presentation with some thoughts on Operations Research + 
Artificial Intelligence.

● He called for a shift in the way AI problems are done which typically use a problem-
driven approach. He recommended the incorporation of model-based approaches
and called for cross-fertilization with risk management, probability theory, robust
optimization, audio signal processing and game theory.

● He commented that there is a lot of similarity between the notion of Explainability
and Robustness – they address the same basic problem with  different approaches.

● He posed several interesting questions related to OR and AI: Why do we have
many discussions on trustworthy ML but not on trustworthy OR? Is it because
trustworthiness is not important to OR practitioners or do they do this under a
different name (with robustness, sensitivity analysis, etc.)? Is it due to different
audiences that consume these results with the OR users being experts within
organizations while ML is deployed to non-technical experts? Or is it because there
is more media exposure (negative or otherwise) on AI applications and not as much
on OR ones?
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The final presentation in this session was by John Abowd. Dr. Abowd spoke about the
2020 Census, during which a total of more than 150 billion statistics from 15GB of total
data were captured, and the precautions that were taken to secure the data of those who
were interviewed. These precautions were necessary to adhere to the increasing privacy
protection regulations in the US as across many other parts of the world. After the 2010
Census collected and processed its data, the tabulations were released to the public.
Shortly afterwards, it was discovered that the confidential microdata from that census
could be accurately reconstructed from the publicly released tabulations. Geographic
identifiers were associated with every microdata point, meaning that those who responded
to the census could be very accurately identified across the United States, especially
those in rural areas.

To prevent this inadvertent disclosure of confidential data from reoccurring during the 2020
Census, the Census team took a number of precautions, such as adhering to a formal
privacy protection framework written for the purpose. In particular, a TopDown Disclosure
Avoidance System was developed with strict requirements with regard to formal privacy
protections. Details are available in the presentation slide deck included with this report.

Some of the key takeaways from John’s presentation are:
● Going from suppression to differential privacy is much easier than going from

publishing all the microdata to differential privacy.
● 2020 Census data clients had accuracy expectations that modern privacy protection

can’t support (the 2010 Census basically released all the microdata, although not
intentionally).

● It is safe to forecast that AI applications, particularly in industry, are going to face
the same conundrum. For instance, advertising executives are not going to like the
privacy-protected models (Conventional AI applications are inherently disclosive.)

Wrap-up of Day 1
Ramayya Krishnan

Throughout Day 1, several big themes were discussed pertaining to the topic of
Trustworthy AI, including humans in the loop, preference elicitation, robustness,
explainability, privacy, etc. Fairness issues were presented in the context of multiple
settings such as fairness in healthcare and multi-stakeholder fairness in rideshare
scenarios like Uber/Lyft. Several ideas were presented that were worthy of pursuing
collaboratively between the OR and the CS communities. Krishnan called upon the
participants to write down sketches of these ideas for future collaboration between the two
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groups – so that we could discuss them briefly in the final session on Day 2. The intention
was to provide a platform to bring researchers together for joint projects.

The participants had robust discussions regarding the boundary between OR and AI: is it
conceivable that the differences between the two areas will vanish in the near future or will
they persist due to cultural differences? Some of these differences were already discussed
in the first workshop and will need to be overcome for fruitful collaborations to emerge. For
example, some barriers stem from the culture of conference papers for CS versus journal
articles for OR. Is it possible to borrow ideas from each other’s preferred mode to enable
quicker dissemination of ideas between the two groups? Are there opportunities to
co-locate meetings to bring together the AI and OR communities?

Day 2

John Dickerson kicked off Day 2 with a summary of the presentations on Day 1 and asked
Prof. Sven Koenig to share some of his recommendations with regard to opportunities for
collaboration.

Sven talked about competitions in computer science which have sparked a great deal of
interest among researchers, including graduate students exploring new techniques in the
field. Some examples of competitions in CS are:

● Robocup logistics competition conducted by the RoboCup Foundation
● NeurIPS 2020 Flatland Competition
● Several competitions advertised by ICAPS 2021 including

○ Learning to run a power network with trust
○ Automatic reinforcement learning for dynamic job shop scheduling problem
○ The dynamic pickup and delivery problem

Several teams participate in such competitions and often the winning teams employ
optimization techniques. Sven posed the question: How can OR create challenge
problems through their groups? How can both communities collaborate as teams
competing in such competitions?
He recommended that we create challenge problems that would spark interest in such
collaborations.

Lavanya Marla proposed a sketch of how we could devise challenge problems that would
bring together experts in both fields. Some of her suggestions include:

● Classical OR resource allocation problems which have interesting aspects for both
groups:

○ Start with classical OR problem
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○ Resources have preferences/rules that they state - AI models learn rules and
preferences

○ OR model makes decisions with added side-constraints
○ Iterate

● Some examples with rich data arise in hospital staffing, airline crew scheduling,
semiconductor manufacturing, transportation, etc. The challenges are to get the
right data and provide an appropriate infrastructure for solving such problems.

See the concluding section of this report for some challenge problems that were discussed
at the end of the workshop.

Panel D: XAI/Causality
Moderated by Yu Ding

Slide Presentations
Zachary Lipton - Figure B-13: Adapting Predictors under Causally Structured Distribution 
Shift 

Ruoxuan Xiong - Figure B-14: Design and Analysis of Panel Data Experiments
Yu Ding - Figure B-15: Causal Inference in Engineering Applications

The theme of this session was on Explainable AI (XAI) and Causality, although the three 
talks in the session focused primarily on causality and less on XAI. Admittedly, insights 
gained from understanding causality helps provide explanation to AI methods. The three 
talks in this session come from three different angles---one talk was given by a computer 
science (CS) researcher, one by an operations research (OR) researcher, and one on an 
application of causal inference by an engineering researcher. Altogether the session 
provides a balanced view on causality research combining both AI/OR perspectives.

The CS talk by Zachary Lipton raises the issue of adapting predictors under causally 
structured distribution shifts. The speaker discussed the anatomy of a structured shift 
problem in the context of domain/environments, structure, visibility, manipulation rules, 
objective, and statistical capabilities, presented examples of structured shift, such as 
covariate shift, label shift, or missing data shift (source and target data missing at different 
rates), and stressed the challenges in handling high-dimensional, arbitrarily non-linear 
data.

The OR talk by Ruoxuan Xiong discussed the design and analysis of panel data 
experiments in which conventional A/B testing suffers from network interference or
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contamination effect. Such problems commonly exist in the experiments run by certain ride
sharing companies for testing whether a new feature would improve driver participation
rate. A switchback experiment may help but arbitrary switches between control and
treatment run into impracticality constraints; for instance, it is not practical for drivers to
see different versions of their app every day. The speaker contemplated on a solution
using a linear mixed effect model with integer switching variables that are solved optimally
through integer programming.

The application talk by Yu Ding presented a success story in which causal inference
methods were used for estimating the effects of certain technical upgrades on wind
turbines. Both issues of effect estimation and deciding conditional causal relation were
discussed. The classical covariate matching method was tailored for estimating turbine
upgrade effect in good accuracy, with the caveat of additional needs for bias reduction.
The determination of the conditional causal relation is complicated by the presence of
autocorrelation in the time-series data, another type of distribution shift different from but
complementing the distribution shifts discussed in the CS talk by Zach Lipton. Causal
inference methods are shown to make a great positive impact on an important renewable
energy application.

Breakouts for Panel D

Breakout 1
Moderator: Xiao Fang
Notetaker: Catherine Gill

● We discussed how AI and OR can contribute to causal inference from observational
data and randomized experiments. One significant challenge of causal inference is
the interference effect, which refers to the effect of people affecting each other (e.g.,
people in the treatment group communicating and affecting those in the control
group). This challenge can be addressed by panel data experiments, for which OR
methods can help decide optimal experiment parameters (e.g., treatment time) and
reinforcement learning methods can be employed to improve treatment efficacy.

● We also discussed high-stakes applications of causality and how AI/OR can help.
These include quick decisions such as driving decisions made by autonomous
vehicles and longer-term decisions such as college admission decisions. We further
discussed the implementation of a policy and how to gather data to understand the
causal mechanism underneath the policy. For example, a tax policy is implemented
at some sites for testing and survey data is then collected from its affected citizens
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to understand the causal mechanism underneath the policy. However, we have
difficulties in getting truthful survey data because humans are incentivized to lie in
surveys. Hence, there might be research opportunities for AI/OR scholars: how to
design surveys that solicit truthful data for causal inference. In some other
situations, we have to infer features on the basis of surrogate information; for
instance we may look at variables which indicate poverty instead of actual poverty
statistics. Are there methods to address this issue?

Breakout 2
Moderator: Abhishek Chakrabortty
Notetaker: Haley Griffin

● Machine Learning and Causality Synergies: Machine learning methods can be 
very helpful in guiding decision making, but to make truly informed decisions, we 
have to understand the causality involved.  On the other hand, in cases where you 
have many confounding factors, some of the ML approaches are better able to deal 
with those factors; so one can take ML approaches and wrap them in causal 
methods. AI/OR literature should approach the problem of explainable AI similarly 
to how a doctor treats a patient; identify the problem (the part of a program which is 
unexplained), prescribe a treatment (an explanation of the causality), and monitor 
the recovery (keep an eye on the improved program).

● Empirical Validation Limited by Data: There are no guarantees in machine 
learning outcomes. Researchers can validate them empirically, but it is limited by 
the data set. It is wrong for researchers to use models outside of the domain they 
were intended for and extrapolate data that may not be correct. It can work out, but 
oftentimes it doesn’t serve the same purpose. When working with end users and 
funding organizations, researchers should always check to make sure they can 
rationalize what they are doing. The researcher might have to point out insights 
they didn’t consider, and by fleshing them out they can figure out if their vision is 
realistic. The greater the use of observational data the better.

● Need to be Careful before Attributing Causality: When you are choosing an 
independent variable for a causal method you are making a choice, and you have 
to disregard a lot of variables. Researchers should not claim causation until they 
have made adjustments throughout their research that prove there is a causal 
relationship rather than just an association. Eliminating confounding variables in 
attempting to make a fair world may instead lead to a biased one; adjusting to the 
world requires careful consideration of causality. This can be key when facing 
complicated optimization problems. The solutions must be data-driven.
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Breakout 3
Moderator: Amanda Coston
Notetaker: Ann Schwartz

● Causality, XAI, and trust: We discussed the often complicated relationships
between causality, explainable AI, and users’ trust in AI. We discussed how
explanations can engender trust even when they are not causal, and we also
debated how causality may improve the fidelity of explanations. We identified a
major risk with XAI: explanations may engender misplaced trust in algorithms, and
to guard against this, we discussed the importance of listening to and addressing
users’ concerns with AI.

● Grand Challenge: We identified a possible grand challenge that poses the
question: What modalities are needed to empower us to determine whether (or not)
to trust a data-driven model? How do we create tools and methods to use for this
purpose?

Breakout 4
Moderator: Berk Ustun
Notetaker: Cyrus Hettle

This breakout group primarily discussed various aspects of designing good challenge
problems and potential application areas for them, as well as suitable topics and
participants for the next workshop.

● Designing Good Challenge Problems: We discussed how to design challenge
problems that could be used to showcase the value of AI in OR and vice-versa.
Participants agreed that designing the kinds of challenge problems would require
"more than just identifying a real-world problem." One key issue was to strike a
middle ground between the kinds of challenge problems across fields. In OR,
challenge problems stem from clients, and may yield insights that are "too specific."
In AI, challenge problems are too "stylized," which means they produce insights that
are "too abstract." A second issue we discussed was developing measurable and
well-motivated evaluation criteria (i.e., metrics that can be used to evaluate
solutions along with explanations for why these metrics are useful for a given
application).

● Potential Applications for Challenge Problems: Potential for good challenge
problems include: transportation, lending, and hiring. In particular, transportation
problems tend to foster interdisciplinary work, for instance, the large
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interdisciplinary teams working on these problems within companies. COVID data,
such as the challenges faced when rolling out vaccines, is multi-dimensional and
could be a valuable source of problems. In contrast, while the COMPAS data set is
widely used in fairness work, it can be politically fraught and challenging to separate
from baseline issues with the prison system, and we would prefer something more
neutral. COMPAS is a landmark dataset to study algorithmic fairness. This dataset
was used to predict recidivism (whether a criminal will reoffend or not) in the US.
We discussed an example of work with an Alabama criminal justice organization
which was presented as an example to some CEOs with the framing of "although
this topic is political, the general problem occurs in lending, hiring, etc.”

● Evaluation Methods for Challenge Problems: In addition, we discussed
evaluation methods for challenge problems, which can be a critical step in design
(“90% of challenge formulation work is formulating the metric”). Laying out
evaluation criteria very clearly (a strength of OR), including quantifying dimensions
and specifying correctness criteria, is beneficial. Even giving logical explanations for
the criteria could be as valuable as running a challenge. Doing this for 10-12
different examples could help people relate to various prototype scenarios. We
discussed some other frameworks for multi-objective problems, including allowing
solvers to choose a subset of the objectives or specifying the objectives, but
concealing their relative weights. A comparison was made to kidney transplants,
where people propose multiple objectives and debate their relative merits.

● Fairness Problems. We discussed two broad categories of fairness problems, of
which we saw two very different examples in the earlier sessions. Peter Frazier’s
work on fairness in ridesharing was a multi-stakeholder problem involving riders,
drivers, the community, and regulators. In contrast, Dmitris Bertsimas’s scarce
resource allocation problem on racial differences in post-acuity care compared two
groups with similar objectives, with an interesting tension for how to assign costs for
people who don’t receive care. The timescale of the impact of decisions can also
have an effect (immediate vs. several years) or can stretch out over a period of time
(changes in retail price, privacy and fairness issues in the Census). It would be
useful to study the commonalities and differences between problems in different
settings, as the Privacy Forum has done for similar kinds of harms in different
applications.

● Real-World Impact: Our session discussed how solving "real-world" problems
could have a "real-world" impact. In effect, it can be easy to write papers but hard to
have an impact outside of the research ecosystem. We highlighted the need to
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engage with a broader community of stakeholders – e.g., domain experts,
practitioners, and policymakers. For example, sometimes there are disconnects
between lawyers and policymakers, both of whom can have important input into
constraints and utility for algorithms. This broader engagement is important as it
can help us identify relevant problems and solve them correctly.

● Some Ideas for the Next Workshop: We highlighted the need to actively recruit
individuals from broader communities for future events (e.g., we could ask experts
from the federal government to present problems at the next workshop). Bringing in
communities and policy beneficiaries in addition to agencies should also be done,
though it adds complications. We discussed some examples of crossovers and
what we can take from them (Gale-Shapley, Sheldon Jacobson’s work on TSA
Pre-Check, FCC actions) and the idea of putting something in place at the
regulatory level to provide a mechanism for evaluating the cost of solving problems,
not just the utility. We also discussed fostering effective collaboration with these
stakeholders outside of AI and OR. Specifically, we need to work effectively when
eliciting their preferences and constraints to develop technical solutions, and
describing the benefits/limitations of these solutions (i.e., promote the adoption and
responsible use).

Closing Session and Challenge Problems

In our concluding discussions, we brainstormed solutions with the intention of uniting AI 
and OR researchers and pushing the needle towards a more collaborative practice of both 
subjects. These challenge problems are discussed in further detail below:

We discussed the disparities in fairness between users of ridesharing services, specifically 
in the city of New York. Transportation Network Companies (TNC’s) such as Uber, Lyft, 
and taxi services have been observed to provide less reliable service in historically 
disadvantaged areas, because these areas usually have lower rider demand leading to 
longer wait times between trips for drivers. To rectify this inequity, financial incentives need 
to be put in place to encourage more drivers to travel to these areas. Who pays for these 
incentives, however, is the main point of contention, whether it be the rideshare riders or 
the TNC’s themselves. To calculate who optimally ought to pay at any given time, and how 
to best allocate drivers to riders in this multi-agent setting and balance multiple objectives, 
we propose a competition be created with teams vying to develop the most efficient, 
equitable, and trustworthy algorithm combining AI and OR practices.
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We also recommend creating a summer program, convening Artificial Intelligence and 
Operation Research experts to educate Ph.D. students on multidisciplinary training in AI 
and OR. This program would take place annually, similar to Machine Learning summer 
workshops which have taken place in the past. The summer program could focus on a 
number of topics on which research has been done in both AI and OR (such as decision 
making under uncertainty, local search, etc.) and invite both an AI and an OR speaker for 
each topic. This way, the Ph.D. students understand the techniques that have been 
developed in both AI and OR as well as their commonalities and differences. The Ph.D. 
students could work in interdisciplinary teams to solve a challenge problem that requires 
the integration of AI and OR techniques, to allow these students to overcome some of the 
challenges listed above.

We also put forth the idea of a joint AI and OR conference on decision making for 
intelligent robots. OR often uses its optimization techniques to support human decision 
makers (in business settings), while AI often focuses on autonomous decision making by 
agents. Robots, for example, must plan their motions and tasks, both individually and as a 
team, which are independently complex optimization problems but also need to be 
coordinated. To create robots which are as efficient, accurate, and coordinated as 
possible, a convergence of AI and OR expertise will be required.

Finally, we suggest another challenge problem which may demand a joint AI/OR approach. 
The setting is scheduling of nursing and physician staff in healthcare facilities. Healthcare 
delivery settings have seen significant fluctuations in demand patterns from pre-COVID 
times, to during COVID and post-COVID, resulting in increased variability of patterns for 
emergency care, out-of-hospital care, and clinic care. The classical OR version of this 
problem is an open-loop problem, that is, resources (staff) are assigned to rosters to meet 
(deterministic or stochastic) demand. However, in reality the process is often iterative, that 
is, staff often have changing priority over days or weeks of the roster, along with varying 
demand, which may require that the schedule be re-calculated dynamically to make it 
human-friendly. To better predict healthcare demands while creating optimal and fair 
schedules for healthcare staff is a challenge that could be addressed by AI and OR 
approaches. To view the Challenge Problems document from the workshop, please use 
the link provided.

By pursuing each, or any of the proposed solutions above, we believe we can work 
towards closing the existing gaps between the fields of Artificial Intelligence and Operations 
Research. Increased collaboration between researchers in both of these fields over time 
will lead to an erosion of the disperate lexicons both groups use when referring to the same 
practices, and will lend new expertise to each practice, from which both fields can benefit.
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Appendix A: Pre-Workshop Materials

Figure A-1: Workshop Participants

First Name Last Name Institution

John Abowd U.S. Census Bureau

Hamsa Bastani University of Pennsylvania

Dimitris Bertsimas Massachusetts Institute of Technology

Tracy Camp Computing Research Association

Abhishek Chakrabortty Texas A&M University

Theodora Chaspari Texas A&M University

Amanda Coston Carnegie Mellon University

Tapas Das University of South Florida

Maria De-Arteaga University of Texas Austin

John Dickerson University of Maryland

Bistra Dilkina University of Southern California

Yu Ding Texas A&M University

Xiao Fang University of Delaware

Peter Frazier Cornell University

Cyrus Hettle Georgia Institute of Technology

Nikhil Garg Cornell Tech

Cat Gill Computing Community Consortium

Haley Griffin Computing Community Consortium

Swati Gupta Georgia Institute of Technology

Andrew Kahng University of California San Diego

Subbarao Kambhampati Arizona State University
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Sven Koenig University of Southern California

Ramayya Krishnan Carnegie Mellon University

Radhika Kulkarni SAS Institute, Inc. (retired)

George Lan Georgia Institute of Technology

Bo Li University of Illinois at Urbana-Champaign

Jing Li Georgia Institute of Technology

Zachary Lipton Carnegie Mellon University

Daniel Lopresti Lehigh University

Kristian Lum Twitter

Lavanya Marla University of Illinois at Urbana-Champaign

Jai Moondra Georgia Institute of Technology

Murat Omay U.S. Department of Transportation

Jon Owen General Motors

Mark Riedl Georgia Institute of Technology

Harrison Schramm Group W

Ann Schwartz Computing Research Association

Thiago Serra Bucknell University

David Shmoys Cornell University

Alice Smith Auburn University

Berk Ustun University of California San Diego

Pascal Van Hentenryck Georgia Institute of Technology

Kush Varshney IBM Research

Phebe Vayanos University of Southern California

Cathy Xia Ohio State University

Ruoxuan Xiong Emory University
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Jerry Zhu University of Madison-Wisconsin

Figure A-2: Workshop Agenda

August 16, 2022 (Tuesday)

07:30 AM NETWORKING BREAKFAST | Conference B

08:30 AM Welcome and Introductions | Conference A

09:10 AM TBD: Brief comments from funding agencies about opportunities for AI funding |
Conference A

09:30 AM

Panel A: Fairness | Conference A

Dmitris Bertsimas, Massachusetts Institute of Technology

Maria De-Arteaga, University of Texas at Austin

Nikhil Garg, Cornell Tech

David Shmoys, Cornell University

10:45 AM BREAK | Outside Conference A

11:00 AM Breakout A | Conference A, C, D, and E

11:45 AM Report Back A | Conference A

12:00 PM

NETWORKING LUNCH | Conference B

Brief remarks from Pascal Van Hentenryck (AI4OPT) and Andrew Kahng (TILOS)

27



01:00 PM

Panel B: Human Alignment/HCXAI/HCI | Conference A

Hamsa Bastani, University of Pennsylvania

Peter Frazier, Cornell University and Uber

Kristian Lum, Twitter

Mark Riedl, Georgia Institute of Technology

02:15 PM Breakout B | Conference A, C, D, and E

03:00 PM Report Back B | Conference A

03:15 PM BREAK | Outside Conference A

03:30 PM

Panel C: Robustness/Privacy | Conference A

Bo Li, University of Illinois at Urbana-Champaign

Kush Varshney, IBM

John Abowd, US Census Bureau

04:45 PM Breakout C | Conference A, C, D, and E

05:30 PM Report Back C | Conference A

07:00 PM NETWORKING DINNER | Lure, 1106 Crescent Ave NE, Atlanta, GA 30309
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August 17, 2022 (Wednesday)

07:30 AM NETWORKING BREAKFAST Day 2 | Conference B

08:30 AM Recap Day 1 | Conference A

09:00 AM

Panel D: XAI/Causality | Conference A

Yu Ding, Texas A&M

Zachary Lipton, Carnegie Mellon University

Ruoxuan Xiong, Emory University

10:15 AM BREAK | Outside Conference A

10:30 AM Breakout D | Conference A, C, D, and E

11:15 AM Report Back D | Conference A

11:30 AM Bringing it all Together | Conference A

12:30 PM NETWORKING LUNCH Day 2 | Conference B

01:15 PM Report Writing | Conference A

02:15 PM End of Workshop
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Appendix B: Workshop Slides

Figure B-1: Murat Omay - Overview of ITS JPO Programs
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Figure B-2: Dimitris Bertsimas - Improving on Fairness/Bias
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Figure B-3: Maria De-Arteaga - Social Norm Bias: Residual Harms of Fairness-
Aware Algorithms
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Figure B-4: Nikhil Garg - Auditing and Designing for Equity in Government Service 
Allocation
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Figure B-5: David Shmoys - Fairness as the Objective in Congressional Districting
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Figure B-6: Hamsa Bastani - Decision-Aware Reinforcement Learning
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Figure B-7: Peter Frazier - Preference Learning for Stakeholder Management
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Figure B-8: Kristian Lum - De-biasing “Bias” Measurement
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Figure B-9: Mark Riedl - Toward Human-Centered Explainable Artificial Intelligence
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Figure B-10: Bo Li - Trustworthy Machine Learning: Robustness, Privacy, 
Generalization, and their Interconnections
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Figure B-11: Kush Varshney - Problem-Driven Robustness, Privacy and Fairness
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Figure B-12: John Abowd - Some Lessons from the 2020 U.S. Census 
Disclosure Avoidance System
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Figure B-13: Zachary Lipton - Adapting Predictors under Causally Structured 
Distribution Shift
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Figure B-14: Ruoxuan Xiong - Design and Analysis of Panel Data Experiments
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Figure B-15: Yu Ding - Causal Inference in Engineering Applications
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