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Encoding digital data in DNA 
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Direct mapping isn’t good enough 
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Breaking up data into chunks 
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Errors in writing/reading DNA 
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Adding redundant information 
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A DNA-based archival storage 
system 
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HalfFlife&of&DNA&in&bone:&~521&years.&

Durable storage by nature 



Proteins&are&amazing&machines!&
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ATP powered 
“supercomputer”? 
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The combinatorial nature of many important mathematical problems,
including nondeterministic-polynomial-time (NP)-complete problems,
places a severe limitation on the problem size that can be solved with
conventional, sequentially operating electronic computers. There have
been significant efforts in conceiving parallel-computation approaches
in the past, for example: DNA computation, quantum computation,
and microfluidics-based computation. However, these approaches
have not proven, so far, to be scalable and practical from a fabrication
and operational perspective. Here, we report the foundations of an
alternative parallel-computation system in which a given combinato-
rial problem is encoded into a graphical, modular network that is
embedded in a nanofabricated planar device. Exploring the network in
a parallel fashion using a large number of independent, molecular-
motor-propelled agents then solves the mathematical problem. This
approach uses orders of magnitude less energy than conventional
computers, thus addressing issues related to power consumption
and heat dissipation. We provide a proof-of-concept demonstration
of such a device by solving, in a parallel fashion, the small instance
{2, 5, 9} of the subset sum problem, which is a benchmark NP-
complete problem. Finally, we discuss the technical advances neces-
sary to make our system scalable with presently available technology.

parallel computing | molecular motors | NP complete | biocomputation |
nanotechnology

Many combinatorial problems of practical importance, such
as the design and verification of circuits (1), the folding (2)

and design (3) of proteins, and optimal network routing (4),
require that a large number of possible candidate solutions are
explored in a brute-force manner to discover the actual solution.
Because the time required for solving these problems grows ex-
ponentially with their size, they are intractable for conventional
electronic computers, which operate sequentially, leading to im-
practical computing times even for medium-sized problems.
Solving such problems therefore requires efficient parallel-com-
putation approaches (5). However, the approaches proposed so far
suffer from drawbacks that have prevented their implementation.
For example, DNA computation, which generates mathematical
solutions by recombining DNA strands (6, 7), or DNA static (8) or
dynamic (9) nanostructures, is limited by the need for impractically
large amounts of DNA (10–13). Quantum computation is limited in
scale by decoherence and by the small number of qubits that can
be integrated (14). Microfluidics-based parallel computation (15) is
difficult to scale up in practice due to rapidly diverging physical size
and complexity of the computation devices with the size of the
problem, as well as the need for impractically large external pressure.
Here, we propose a parallel-computation approach, which is

based on encoding combinatorial problems into the geometry of a
physical network of lithographically defined channels, followed by
exploration of the network in a parallel fashion using a large
number of independent agents, with very high energy efficiency.

To demonstrate operational functionality, we applied it to a small
instance of a benchmark classical nondeterministic-polynomial-time
complete (NP-complete) problem (16), the subset sum problem (SSP)
(Fig. 1). This problem asks whether, given a set S = {s1, s2, ..., sN}
of N integers, there exists a subset of S whose elements sum to a
target sum, T. More formally, the question is whether there is a
solution

PN
i=1wisi where wi ∈ {0, 1}, for any given T from 0 toPN

i=1si. To find all possible subset sums by exploring all possible
subsets requires the testing of 2N different combinations, which––
even for modest values ofN––is impractical on electronic computers
because of exponentially increasing time requirements (SI Appendix,
section S1). Although more sophisticated algorithms exist (17–19),
none of these avoids the exponentially growing exploration time, a
property that is harnessed in some cryptography systems to
generate encoded messages (20).

Significance

Electronic computers are extremely powerful at performing a high
number of operations at very high speeds, sequentially. However,
they struggle with combinatorial tasks that can be solved faster if
many operations are performed in parallel. Here, we present
proof-of-concept of a parallel computer by solving the specific
instance {2, 5, 9} of a classical nondeterministic-polynomial-time
complete (“NP-complete”) problem, the subset sum problem. The
computer consists of a specifically designed, nanostructured net-
work explored by a large number of molecular-motor-driven,
protein filaments. This system is highly energy efficient, thus
avoiding the heating issues limiting electronic computers. We
discuss the technical advances necessary to solve larger combi-
natorial problems than existing computation devices, potentially
leading to a new way to tackle difficult mathematical problems.
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Or an ATP battery? 
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Molecular-Level Self-Assembly 
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Single-Molecule Sensing  
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What about output? 

CuPlePhone%



Silicon + Biotech has immense 
opportunities! 

Inevitable to go to the molecular/atomic 
level. 

Biology has “invented” many useful parts, 
not just ideas. 

Biotech is quickly developing many useful 
tools/methods. 


